








ANALYSIS OF MULTITRAIT MULTIMETHOD MATRICES

2. The best fitting model H, with 5 oblique traits and 3 orthogonal
methods (though statistically rejectable) is acceptable on practi-
cal grounds: Delta = .946.

3. The parameter estimates of H, cannot be fully trusted because
the method factor intercorrelations are empirically underiden-
tified. The reason for this problem lies in (mostly) significant but
numerically low loadings in the nine-point scale method factor
(my). The corresponding five loadings and their standard errors
were estimated to be .156 (.063), .212 (.079), .274 (.086), .202
(.096), and -.097 (.111). So, the dilemma is that this factor cannot
be deleted without substantially increasing the goodness-of-fit
statistic, whereas including this factor leads to biased estimates
of valid, method, and residual variance components, if the
method factors are correlated.

CONCLUSIONS

There is no obvious simple solution for this dilemma, except the
inclusion of additional real factors, which can make the iterative
estimation procedure more stable. In the original analysis of the
given MTMM-matrix (see Koltringer and Kluscarits, 1988), five
factors were added: four (perfectly measured) socio-demographic
variables and one response set dimension (extreme score ten-
dency). Within the resulting (good fitting) model, slightly higher
method effects and rather high method factor intercorrelations
were estimated: r(m;, m,) = .549 (.156), r(m;, m3) = .498 (.131), and
r(m,, m3) = .651 (.105).

In general, the more traits and methods that are included in the
MTMM-design, the lower the probability of less than three "large"
loadings per factor, i.e., the greater the chance of detecting low or
moderate method (or trait) variance components when actually
only low or moderate method (or trait) effects are present.
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