




CHAITER3 

ticipant to th ree (identical) questions were measured on each of 
these five dimensions. The three questions differed only with re­
spect to the scales used: a five-point scale (ml), a nine-point scale 
(m2), and a magnitude scale (m3)' 

The intercorrelations of the 15 indicators resulting from this re­
search design are presented in tab Ie 3. All analyses were performed 
using the LISREL VI program (Jöreskog and Sörbom, 1983). 

The results of the nested model comparisons are given in table 
4. The outcomes presented in this table can be interpreted as 
follows: 
1. Both trait and method factors uniquely explain a highly signifi­

cant proportion of variance. 

table 4: Nested model comparisons for the matrix in table 3 

MODELS 
Mo spedfications X2 df P anomalies 

Ho no trait factors 
no method factors 1997.73 105 .000 

Hl t=5 traits only 
(oblique) 312.63 80 .000 

H2 t=5 (oblique) traits, 
m=3 (orthogonal) methods 107.12 65 .001 

H3 t=5 (oblique) traits, 
m (oblique) methods 157.44 65 .000 

A m=3 methods only 
(oblique) 1402.01 90 .000 

B 1 general trait, 
m=3 (oblique) methods 915.95 75 .000 TOOO) < 0 2 

MODEL COMPARISONS 
accepted 

comparison testing for: Q model 

HO Hl significance of trait factors 67.4 Hl 
Hl H2 significance of method factors 13.7 H2 
H2 H3 discriminability of method effects H2 
A H3 convergent validity 51.8 H2 
B H3 discriminant validity 80.8 H2 

1 For model H3 (I oblique Iraits, m oblique melhods), iterations do not con-
verge. Therefore, the method factor intercorrelations were fi xed to 1 in order to test for the 
discriminability of method effects. 
2 Parameter not significant 
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2. The best fitting model H2 with 5 oblique traits and 3 orthogonal 
methods (though statistically rejectable) is acceptable on practi­
cal grounds: Delta = .946. 

3. The parameter estimates of H2 cannot be fully trusted because 
the method factor intercorrelations are empirically underiden­
tified. The reason for this problem lies in (mostly) significant but 
numerically low loadings in the nine-point scale method factor 
(m2). The corresponding five loadings and their standard errors 
we re estimated to be .156 (.063), .212 (.079), .274 (.086), .202 
(.096), and -.097 (.111). So, the dilemma is that this factor cannot 
be deleted without substantially increasing the goodness-of-fit 
statistic, whereas including this factor leads to biased estimates 
of va lid, method, and residual variance components, if the 
method factors are correlated. 

CONCLUSIONS 

There is no obvious simple solution for this dilemma, except the 
inclusion of additional real factors, which can make the iterative 
estimation procedure more stabie. In the original analysis of the 
given MTMM-matrix (see Költringer and Kluscarits, 1988), five 
factors were added: four (perfectly measured) socio-demographic 
variables and one response set dimension (extreme score ten­
dency). Within the resulting (good fitting) model, slightly higher 
method effects and z:ather high method factor intercorrelations 
were estimated: r(m1, m2) = .549 (.156), r(mv m3) = .498 (.131), and 
r(m2, m3) = .651 (.105). 

In general, the more traits and methods that are included in the 
MTMM-design, the lower the probability of less than three "large" 
loadings per factor, i.e., the greater the chance of detecting low or 
moderate method (or trait) variance components when actually 
only low or moderate method (or trait) effects are present. 
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