


during the same age span (Ruhland, 1997). The analyses in this paper are a useful 
and necessary addition to syntactic analyses to fully comprehend development: they 
highlight the process of change. 

But most important, I believe, are the two issues that I stated in the first paragraph 
of this chapter. First, the relation between psycholinguistic models and non-linear 
models is important because it adds the how to the 'what-and-why' analysis of lan­
guage development. If continuity is found in one discipline, e.g. in the psychological­
mathematical domain, the question 'does this mean anything for linguistics, and if so, 
what?' needs to be answered. The other way around also applies. If the continuity 
assumption from linguistics is adopted, then the psychological-mathematical assump­
tion needs to be questioned. Of course, it may be argued whether such a relationship 
exists, and if it exists, it may be argued what this relationship looks like. For instance, 
can we map linguistic continuity on mathematical continuity? In other words, quan­
titative and qualitative pattems need to be linked to support or refute a theory from 
another discipline. The question is whether an explanation of the quantitative pat­
tems, i.e. a rapid increase, must also come from linguistic theories on change. We 
could refute a linguistic theory that prohibits sudden change in development. For 
example, if Parameter Setting is correct (i.e. a theory that assumes that linguistic 
structures appear due to a timing based on language intemal structures by setting a 
parameter which stands for a linguistic fearture), then sudden changes may be possi­
bie. One has to be cautious here, though. Structural models and theories are very sta­
tie, they describe a window in time. The fact that child language is influenced by 
non-linguistic factors like memory does not play a role in these 'static' theories. 
Therefore, I think that it is best to keep assumptions of (dis)continuity from different 
domains separated, since they represent two different kinds of explanations. 

Second, it is important that a theory of development incorporates issues of origin 
and of change in order to come to a complete theory of development. Traditionally, 
change was explained with, for example, a linear regres sion analysis. Instead of lin­
earity, non-linear and discontinuous change can be explained from a formal model 
like a catastrophe model. In addition to these non-linear models of change, non-lin­
ear leaming models like connectionism help us out of the origin problem, since all 
innate assumptions may be abandoned. 

We now safely answer the question whether catastrophe theory can be applied to 
the development of syntactic structures. The answer is yes, but we need new meth­
ods, and a different approach to these structures than traditional approaches. Quan­
tifications, even the more rude ones, are by no means a bunch of useless numbers that 
refer to errors or 'noise'. They are translations of processes that take place. A study 
of quantified linguistic variables reveals that change is not so 'simpie' that it can be 
caught in linear modeis. The structural model of language is extended with a process 
model that is not linear or even continuous. 

New method, new insights 

Differentiation alone (i.e. a quantitative change) is not enough as an explanation of 
(language) development. There is no need for new, more complex models if there is 
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no functional or causal reasoning as an underpinning of the change found. Finding a 
better fit is nothing more than the application of new methods yielding a higher num­
ber (for instance, a higher r2). These are empty modeis, since higher numbers do not 
yield more insight. Likewise, statistics should be used to test empirical findings, to 
see, figuratively speaking, how bright the light is that shines on the data. Statistics 
should not put empirics in the dark, and itself in the light. They should be used to 
establish more certainty about differences between continuous and discontinuous 
modeis. 

Furthermore, intervention and therapy could bene fit from a more intensive study of 
language development (in terms of the method using dense time series) since these 
dense time series reveal other developmental changes than linear change. If it is 
assumed that the non-linear change found in these time series is not unique, then inter­
vention and therapy must take notice of different methods using den se time series that 
reveal non-linear changes that are the base line of some of language development. 

Conclusion 

In sum, the data do not convince that the change found is catastrophic. The evidence 
from catastrophe flags is not conclusive. Only two flags have been found. The use of 
Cuspfit reveals that the best fit is provided by the Cusp model. However, a collection 
of rapid 'logistic' curves may have the best fit by a cusp model, since the analysis 
with Cuspfit only tests the fit of the data in terms of explained variance. Factors like 
instability of the system are not part of the analyses of Cuspfit. Therefore, more flags 
must be found using an experimental setting. That setting allows us to test, for exam­
ple, stability and the sensitiveness on initial values. However, experiments that elicit 
language production are problematic, especiaUy with young children. A pilot experi­
ment using a Elicit Imitation test did not lead to a satisfactory result. For now, the 
conclusion must be that closed class words develop rapidly. 

If not all functional projections are either present or absent (cf. Ferdinand, 1996), 
the no competence hypothesis and fuU competence hypothesis are, on the basis of the 
quantified data in this paper, at least doubtful hypotheses. A more appealing hypoth­
esis, the reduced competence one, seems to fit the data more adequately. The way 
reduced competence leads to fuU competence is that new functional projections are 
added instantaneously in syntactic development. The behaviour of these functional 
projections in terms of closed class words or function words follows this 'sudden 
syntax' . The fits support this assumption, i.e. a sudden introduction of function 
words, e.g. personal pronouns. 
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