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Abstract 

The theme of these notes is to look for aspects of the dynamics of a network 
of units which can be continued from the uncoupled case, uniformly in the si ze 
of the system. Same answers are given , and particularly interesting answers are 
found in the case of conservative systems. 

1 Introd uction 

Many systems are weIl described as a network of dynamicaIly interacting units. As 
examples, consider: 

• electricity production, dis tri but ion and consumption networks 

• Josephson junction arrays 

• optical computer memory 

• crystals and quasicrystals 

• multiceIlular organisms 

• nervous systems 

• economies 

The issue I wish to address is how much can be learned from the uncoupled case. One 
might think the answer is "very little", and in deed there are many phenomena, like 
waves, pattern formation, and synchronisation, which dep end heavily on the coupling. 
Nonetheless, a lot can be learned from the uncoupled limit. Inparticular, many results 
can be obtained which are uniform in the si ze of the network. In fact they also apply 
to infinite networksj from the physical point of view, infinite networks do not exist , 
but they are convenient mathematical idealisations. 

By a network let us understand for present purposes a system of ordinary differ­
ential equations (ODEs) of the form 

x. = F.(x.) + K.(x , f), (1) 

where s belongs to a countable index set S labeIling units of the network, X B belongs 
to some finite-dimensional manifold MB, x denotes the whole configuration (XB).ES, 
and f belongs to a finite-dimensional manifold P (parameter space). We might as weIl 
think of P as !RP , some pEN, because my analysis will be local to a neighbourhood 
of a point 0 of P, where 

KB(x,O) = 0, 'Is E S . (2) 
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Thus x is a point of M = x.EsM., and the equations can be written as 

x = F(x) + K(x, E). (3) 

Let us call Fa the local dynamics of unit s and K the coupling. Suppose that each M. 
and Pare endowed with Finsier metrics, meaning a metric induced by a norm 1.1 on 
tangent vectors, and for the norm of a tangent vector to M we take the supremum 
over s E S of the norms of its components on the M •. Furthermore, I suppose that 
F is Cl (with respect to the sup norm) and K is jointly Cl in (x, E) . 

A prime example of coupling is diffusive coupling on a graph. Here S is the set of 
no des of a graph, M. = IRN for some N, P = IR, and 

K.(x, E) =: L (x r - x.), 
a rEN. 

(4) 

where N. is the set of nodes neighbouring to s in the graph, and ka is the number of 
neighbours. Note that our definition of a network does not require the coupling to be 
local in any sense, though we will in due course examine the effects of locality of the 
coupling if it exists. 

Extensions of the definition of network, and variations on the theme, are possible. 
For ex~ mple, there is the much studied discrete-time analogue, coupled map lattices. 
Many of our considerations can be translated directly to that context, but I pre­
fer to concentrate on the continuous-time case as being closer to most applications, 
using coupled map lattices only as a simplifying pedagogical tooI in Section 6. An 
extension which deserves serious attention is to couplings that are not described as 
perturbations to the vector field on the product manifold, for example time-delayed 
coupling, or coupling via a convolution in time, or via a capacitor or inductor or a 
bistable system (as in some cell membranes ), or even via a partial differential equation 
(PDE) representing a transmission line. I have not yet addressed these generalisa­
tions, though I learnt recently that Jack Hale has looked at the transmission line case. 
Indeed, I learnt from Hale that in addition to the references that I cite here there are 
some other precursors to several of the issues I will address. I have not yet had the 
time to study them, however, and I apologise to both the authors and the readers for 
this incompleteness. 

The lectures were given in two parts. In the first lecture, persistence of equilibria, 
stability, the effects of locality of the coupling, periodic orbits, uniformly hyperbolic 
sets, normally hyperbolic manifolds, and structural stability for networks were dis­
cussed. In the second lecture, I specialised to the Hamiltonian and time-reversible 
cases, which I refer to collectively as conservative. The notes follow the same outline. 
I will not touch on the important area of ergodic theory of networks (interested read­
ers are referred to [30], for example), though recently I think I have found a beautiful 
approach to understanding the statistical behaviour of networks of chaotic units. Nei­
ther will I touch on the interesting and I believe potentially very useful concept of the 
rotation set for the chain-recurrent set; for information about that see [22] . I would 
like the notes to be seen as partly a survey of established results, and partly as an 
invitation to join an interesting ongoing research programme. 
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2 Equilibria 

Let us begin by studying to what extent equilibria of the uncoupled network persist 
to the coupled case. This section is based on [27]. From Eq. (1), it is a question of 
solving 

G(x, t:) := P(x) + K(x, t:) = O. (5) 

Suppose xo is an equilibrium for f = 0, i.e. for all s E S 

(6) 

and suppose it is uniformly non-degenerate l , meaning that there exists B E IR such 
that for all s E S 

(7) 

Theorem 1 There exists t:o > 0, depending only on the suprema ofiIDPII, IIDP-111, 
11 aa~ 11 and IIDKII/1t:1 in a neighbourhood U of (xO, 0) E M x P, such that XO has a 
unique continuation X(t:) for 1t:1 < t:o (with X(O) = xO J. 

Here and elsewhere, when applied to functions on M x P, D den ot es derivative with 
respect to x E Mand t. denotes derivative with respect to t: E P . 

Theorem 1 is proved by application of the implicit function theorem (e.g. [12]) to 
Eq. (5) . Furthermore, it follows from the proofthat the function X is Cl and satisfies 

BX -I BK 
& = -DG(X(t:),t:)) &(X(t:),t:), (8) 

as long as DG remains invertible. 
We can use this to estimate an explicit t:o for Theorem 1. For example, taking 

norms of both sides of Eq. (8) and using Eq. (5), 

Suppose 

BX 11 aa~ (X(f), t:)11 
1&1 ~ IIDP-I(X(t:))II-1 -IIDK(X(t:),t:)11 

IIDP(x)-lll > a - bT, 

IIDK(x , t:)11 < C'T/, 

BK 
11&(x,t:)11 < d+eT+fTJ, 

in some neighbourhood U of (xO, 0), where 

T 

(9) 

(10) 

(ll) 

(12) 

(13) 

(14) 

1 Actually it is not necessary to insist on uniformity as this is automatic under the Cl hypothesis 
on F: if DF is bounded and invertible then the inverse is bounded. See [13), for example. 
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Then 
I aT I < d + eT + ITJ 
af. - a - bT - CTJ ' 

R.S. MacKay 

(15) 

as long as x remains in U and the denominator remains positive. It follows that the 
continuation can be performed at least up to f.o given by the value of TJ at the first 
time that the solution of 

dT d + eT + jTJ 
= 

dTJ a - bT - CTJ 
(16) 

reaches either the boundary of U or the line a - bT - CTJ = o. 
Here is a concrete example, which we call coupled bistability. Suppose all the 

Fa = I, a Cl "bistabie" function of one variabie, possessing attracting zero es at 
x = 0 and 1 with 1'(0),1'(1) < 0, and I' is monotone on intervals [0, Co) and [Cl, 1), 
with I'(Co) = I'h) = O. Suppose K is diffusive coupling on a graph as in Eq. (4), 
and f. E 114 . Then we can estimate IIDG-lll as in Eq. (9), or better by 

1 1 
IIDG- II ~ IIA-lll-l _II~II' (17) 

where A is the diagonal part of DG and ~ its off-diagonal part. Hence 

(18) 

as long as the denominator remains positive. But the I'(xa) all start negative and 
f. ~ 0, so it follows that 

1 
IIDG-lll ~ . f (-f'( ))' 

In sES X s 
(19) 

as long as the denominator remains positive. 
We could estimate I ~~ I by a formula like Eq. (12) but we can do better. All 

solutions of Eq. (5) which are continuations of X O E {O, I}S have xE [0 , I)S for f. ~ O. 
This is because if Xs is the leftmost value then Ks ~ 0, so to solve Eq. (5) we require 
I(x s ) ~ O. Since 1(0) = 0 and 1'(0) < 0, the solution can not cross O. Similarly, it 
can not cross Xs = 1. In the case of an infinite network the above argument needs 
modifying by taking the limit of Xs near infsEs(xs ), but the same conclusion holds . 
Hence 

aK 1 
lal ~ sup -I L (X r - xs)1 = 1. 

f. zE[O,lJS ,sES ks rEN. 
(20) 

Putting Eqs (8), (19) and (20) together, 

dT 1 1 
- < < ---:---;---:--:-;--;----:-~---;-;-
df. - infsES ( - f'(x a )) - min( - f'(T), - 1'(1 - T))' 

(21) 

by the monotonicity of 1' . Hence, the equilibria continue at least up to 

l
min(co,l-Cl) 

f.o= 0 min(-I'(T),-I'(I-T))dT. (22) 



Dynamics of networks 85 

Note that if the minimum in the integrand is always attained by the first term then 
this gives simply - i(eo). If it is always attained by the second term then it gives 
i(cd. Consequently, if either one or the ot her is true, as for cubic i, then we obtain 
the very simple explicit bound 

(23) 

In conclusion, for 0 ::; E < EO there is an injection from {O, I}S into the set of 
equilibria. We can say that "computer memory survives weak coupling" . 

By the same method, we can continue unstable equilibria of the uncoupled system, 
using for one or more s E S, x~ = u, an unstable zero of i, provided f'(u) > O. By 
continuity of i at least one unstable zero must exist between 0 and 1, and generically 
it satisfies i'(u) > O. But note that we will not be able to obtain quite as good 
a bound EO for these unstable equilibria because the neat cancellation of E in the 
denominator of Eq. (18) will no longer occur. Nonetheless the resulting differential 
inequality is easily solved explicitly, and gives an explicit EO. 

The method can even be applied to problems where the uncoupled system pos­
sesses only one equilibrium, but on sufficient coupling gains many equilibria. An 
example is the type of system with negative diffusion discussed by Mallet-Paret in 
this Colloquium. The way the method can be applied is to start from a different 
uncoupled limit, which includes the diagonal part of the negative diffusion and hen ce 
exhibits bistability at each site on ce the diffusion parameter exceeds a certain value, 
and then show that in suitable parameter regimes one can continue the resulting sta­
bie equilibria with respect to the off-diagonal part of the diffusion. I will write up the 
details separately. 

The coup led bistability example raises two questions. Firstly, do the equilibria 
keep the same stability-type as E grows? Secondly, how do we know that no new 
equilibria are created as E grows? We will address the first question immediately, and 
the second question later. 

3 Stability 

In this section it is proved (following [27] again, but improving on it) that subject to 
a strengthening of the condition of uniform non-degeneracy to uniform hyperbolicity, 
the equilibria obtained in Theorem 1 preserve their stability-type for at least IEl < 
El, for some El > 0 but not necessarily as large as EO . By preserve their stability­
type I mean that there is a continuous (with respect to E) splitting of the tangent 
space into contracting and expanding subspaces for the linearised dynamics about the 
equilibrium X (E) j in particular their dimensions do not change. Here, "expanding" 
means "contracting in negative time". Let us say that an equilibrium x O of the 
uncoupled system Eq. (1) is uniiormly hyperbolic? if there exists B E IR such that for 

2 As in Section 2, one does not need to insist on the uniformity: uniformity with respect to s E S 
follows from F E Cl, and uniformity with respect to >. is automatic because for 1>'1 > IIDFII we have 
II(>.I - DF)-lll :::: P>I-liDFII' and it is continuous with respect to >. ~ spec DF. 
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all s E S and À on the imaginary axis, 

(24) 

where I denotes the identity matrix. 

Theorem 2 There exists f1 > 0, depending only on the suprema of sUP!R,x=o II(ÀI -
DF)-111, IIDFII, 11 ~~ 11 and IIDKII/lfl in a neighbourhood U of (XO, 0) E M x P, such 
that the continuation X(f) of (xO,O) keeps the same stability type for Ifl < f1 · 

To prove this, the linearised dynamics is given by 

(25) 

For À ~ spec M, define the resolvent operator 

(26) 

Then if there is no spectrum on the imaginary axis, the desired splitting is given by 
the complementary projections 

IIc = ~ 1 R,xdÀ, (27) 
1n r e 

IIe = ~ 1 R,xdÀ, (28) 
1n r. 

where re and re are closed anticlockwise contours in the complex À-plane enclosing 
respectively all the spectrum in the left half-plane and all the spectrum in the right 
half-plane. 

To prove that no spectrum reaches the imaginary axis for f small enough and that 
the projections are continuous with respect to f, we note firstly that if 

(29) 

then R,x (M') exists, so À ~ spec M'. Let 

T = sup IIR,x(M(O))II, (30) 
!R,x=o 

which is finite, by the hypothesis Eq. (24). Then there is no spectrum on the imaginary 
axis as long as 

1 
IIM(f) - M(O)II < - , 

T 
(31) 

and by continuity of M on f (in fact uniformly in the system size) , we deduce that there 
is f1 > ° such that no spectrum reaches the imaginary axis for Ifl < f1 . Secondly, we 
note that R,x(M) is continuous with respect to M, for À ~ spec M. Indeed, if Eq.(29) 
holds then 

(32) 
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So in particular we have 

, IIR>.(M)1121IM' - Mil 
IIR>.(M ) - R>.(M)II ~ 1 _ IIR>.(M)IIIIM' - Mil (33) 

The continuity of the projections with respect to f (as long as no spectrum re ach es 
the imaginary axis) follows from this . 

As an illustration, for the equilibria of the example of the previous section, ob­
tained by continuation from {O,l}S, 

1 
r = -m-in-:7( I ,-:-,-:-( 0"""') 1,-:-1 ,-:-:-, (:-:-1 ):-:-:-1) , 

(34) 

and 
IIM(f) - M(O)II ~ sup II'(x.) - I'(x~) - fl + f . (35) 

.ES 

So we deduce that X(f) is stable as long as 

max(2f, 11'(0) - 1'(7) + fl + f, 11'(1) - 1'(1- 7) + fl + f) < min(II'(O)I, 11'(1)1) . (36) 

This can be translated into a bound on f by using Eq. (21) . 
In fact, for this example if every unit has the same number of neighbours then 

we can do better, because it becomes a gradient flow . Gradient flows are dynamical 
systems of the form: 

:i; = -\7W(x) (37) 

for some "energy function" W, where the gradient is taken with respect to some inner 
product . For gradient flows, the stability type of an equilibrium is preserved as long as 
it continues to be non-degenerate, meaning DG (in this case D 2 W) remains invertible. 
Thus in this case, the bounds for continuation and preservation of stability-type can 
be taken identical. This is because the spectrum is purely real, so the only point of the 
imaginary axis it can approach is 0, and that corresponds to losing non-degeneracy, 
whereas in the general case, Poincaré-Andronov-Hopf bifurcation can also occur. So 
the equilibria of the coupled bistability example remain stable as long as they remain 
non-degenerate, in particular at least up to fO. 

In the case of attracting stability type (i.e. hyperbolic with trivial expanding 
subspace) one could ask the question whether the equilibrium is attracting for the 
full (nonlinear) system (with respect to sup-norm). This is almost certainly true, 
but I did not yet check it. If so, one could further ask whether uniform stability 
estimates can be found with respect to the size of the system. For example, are there 
K- < 1,00 > 0, J1- > 0 independent of system size, such that for all 0 < óo, the orbits 
of all initial conditions within K-O of the equilibrium lie within óe - /-l t for all positive 
time t? Again, this is almost certainly true, but I have not yet done the estimates. 

4 Spatial structure 

Next, we address the question of what additional statements we can deduce about the 
equilibria we have continued, if the coupling is local in some sense. Let us suppose 

http://fAf.ll
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ametrie don S. For example, for a eonneeted graph, d(r, s) eould be the shortest 
number of edges joining the nodes rand s, and this is our default metrie if we refer 
to the network as a graph. 

There are several interesting types of loeal eoupling. The conditions all apply to 
the combination 

L 
_ ~ aKs 

rs - E aX
r 

. 
(38) 

The simplest is nearest neighbour coupling in a graph: 

ILr.1 = 0 for d(r, s) > 1. (39) 

Another is exponentially decaying coupling, though this needs careful formulation in 
cases where the number of units at distance p grows exponentially with p. 

If the coupling is loeal we expect the resulting solutions X(E) to have some special 
spatial features . For instanee, in the example of Section 2, if x~ = 1 for one unit, 
say s = 0, and 0 elsewhere, then does Xs(E) decay exponentially with d(s, o)? More 
generally in this example, if two equilibria xO and iO at E = 0 differ only at one site, 
0, then does the difference X.(E) - X.(E) decay exponentially with d(s, o)? 

We have proved this for the example of Section 2 and in a number of other sit­
uations. The key step is to derive exponential deeay estimates for the norms of the 
matrix elements of DG-I . We call this property finite coherence length. First we de­
scribe some finite coherence length results and then we will return to how to deduce 
exponential deeay results of the type of the previous paragraph. These results were 
derived in a different context but apply here nonetheless. Note that cases 1 and 3 do 
not require any smallness assumption on the off-diagonal part of DG. 

Case 1: One-dimensional chains with nearest neighbour coupling only, though not 
necessarily symmetrie nor translation invariant . This was done in [24]. Write 

(40) 

where A is the (block- )diagonal part of DG, and L± are the super- and sub- (bloek-) 
diagonals. Supposing DG is invertible, let 

( 41) 

and 

"'=~+J 1 +1>1. 2TJ 4TJ2 
(42) 

Then for all À E (",-1,1) there exists K E IR (see [24] for an explicit way to obtain 
K) such that 

(43) 

Case 2: One-dimensional chains with not too large exponentially decaying coupling, 
again not necessarily symmetrie nor translation invariant . This was done in [25]. 
Write 

DG = A+~, (44) 
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with A being the (block-)diagonal part and ~ the rest . Supposing A is invertible, put 

J = _A-1~, (45) 

so 
DG = A(1 - J). (46) 

Suppose that ~ decays exponentially in such a way that 

(47) 

for some sequence Ck with 
(48) 

and 
(49) 

Then the action of 1 - C decomposes into Bloch spaces BIJ, () E IR/27rZ, where the 
dep enden ce on site nu mb er s E Z is proportional to eisIJ. Let 

A((}) = (1 - C)IB(IJ), (50) 

which is analytic in the strip I~(}I < log'\ -1 and invertible on the real axis. So A((})-l 
is analytic in the strip 

I~(}I < Jl:= min(log,\-l, ~ê), 

where ê is the nearest degeneracy of A to the real axis. Thus 

Using the formula 

1
. log 1((1 - C)-1 )rsl 
1m sup ::; -Jl. 

Ir-sl-too Ir - si 

((1 - J)-l)rs = LIl JS,,8,+1' 

-yEr i 

(51) 

(52) 

(53) 

where r is the set of paths 'Y = (Si) from r to s, and Eq. (47), we deduce that Eq. (52) 
also applies to (1 - J) -1 . 

This case has a generalisation (though with less explicit decay rate) to exponen­
tially decaying coupling on all "non-exponential" graphs under hypotheses Eq. (47) 
and Eq. (49); see section IV-3 of [5] . 

Case 3: Graphs for which DG is symmetric. This is satisfied for gradient ftows, or 
if the coupling is symmetric and the on-site dynamics is locally a gradient flow (in 
particular, one-dimensional on-site dynamics suffices) . We suppose DG is invertible, 
but we will use the f 2 norm, denoted by subscript 2, in order to establish exponential 
decay estimates. By the hypothesis of symmetry, 

(54) 
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Choose a site 0 E S, and for n ~ 1, let 

Pn = L I(DC- 1 )osI2. (55) 
s:d(o ,s)~n 

Let 

L DC;sDCsq for d(p,o) = d(q,o) = n, (56) 
s:d(s,o)=n-l 

L DC;sDCsq for d(p,o) = d(q, 0) = n - 1, (57) 
s:d(s,o)=n 

and 
T = sup(IIA(n)112, IIB(n)112) ::; IIDKII~ ::; liDKW· 

n~1 

Then it is proved in [8], using aresuit from [6], that 

where 

c 
.x 

IIDC- 1WT, 
2K 

<1. 
1 + vI + 4K2 

(58) 

(59) 

(60) 

(61) 

I expect that there is a general result which would encompass all three of these 
cases and many more. It would have the form "Ars exponentially decaying and A 
invertible implies (A -1 )rs exponentially decaying", but I have not yet found it. Note 
that many people (e.g. [30, 11]) consider weighted spaces which force exponential 
decay, and then prove that the solution lies in these spaces. I prefer not to do this . 

Finally, I discuss some of the consequences of finite coherence length results. 
Firstly, the reason for the name is that the matrix DC- 1 governs the response to 
a small external force distribution h = (hs)sES, The problem 

x = C(x, €) + 1/h (62) 

has a unique equilibrium solution near each non-degenerate equilibrium X(f) of the 
undisturbed system, given by integrating 

(63) 

from 1/ = 0 to 1 starting at x = X(€) . So if the matrix elements of DC- 1 decay 
exponentially with distance between units then the response to a localised external 
force h decays exponentially from that location. 

Secondly, if two equilibria at the uncoupled limit differ only at one site, say 0 E S, 
then the difference between their continuations X(f) and X(f) decays exponentially 
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from that site, at least for € small enough. To prove this let us adapt an idea of [5] . 
Replace the equation Go(x) = 0 for the unit 0 by the equation 

(64) 

where >. wil! range from 0 to 1. Denote the corresponding system of equations by 

ë(x, >') = o. (65) 

Now for >. = 0 we have a solution X(f) and for >. = 1 we have a solution X(€). For € 

small these are continuations of each other with respect to >. via a solution X(f, >') of 
Eq. (65), because this is true at € = O. As long as they remain continuations of each 
other with respect to >., we have 

ax = -Dë-1 aë 
a>. a>. ' (66) 

and exponential decay of the elements of Dë- 1 . By integrating this equation from 
>. = 0 to 1, we deduce exponential decay for Xs (€) - X s (€) with respect to d(s,o). 
The argument can be extended to initial equilibria differing at more than one site. 

5 Periodic Orbits 

So far we have addressed only the simplest type of dynamics: equilibria. What can 
be said about persistenee of periodic orbits of the uncoupled network? 

Aubry and I tackled this problem in the conservative context [24], and I will discuss 
that case in Section 10, but it can also be studied in the general context, as I will now 
outline. The details are being written up in a paper with Sepulchre. 

Periodic orbits of a dynamical system 

x = G(x,€) (67) 

on a manifold M can be seen as zeroes of the following map: 

clI : (x, T) t-+ T~ - G(x, €), (68) 

where x belongs to a space of periodic functions of period 1, and T E lR..t- represents 
the period. The object on the right is then also a periodic function of period 1. The 
aim is to make it be the zero function, because then x(t) = x(t/T) is a periodic orbit 
of Eq. (67). There are many choices for the spaces of periodic functions, which we 
caB loop spaces. Perhaps the simplest is that x E Cl (SI, M) and the righthand side 
belongs to CO(Sl, TM), where SI denotes the circle of length 1 and TM the tangent 
bundie to M. If G is Cl then so is clI. 

Then, with a view to applying the implicit function theorem again, we can ask for 
which periodic orbits of the uncoupled system is DclI invertible? Unfortunately, the 
answer is "none" . The problem is that (for an autonomous system) the infinitesimal 
ph ase shift (~,O) is always in the kemel of DclI . But clI is covariant with respect to 
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phase shifts, so this is not a real problem. It can be tackled by using Fredholm theory, 
which is the extension of the implicit function theorem when some non-invertibility 
is inevitable. 

Now let us apply the above to a network system. Suppose the local dynamics on 
one site 0 E S has a non-degenerate periodic orbit (i.e. no normal Floquet multiplier 
+1), and a hyperbolic equilibrium at all the other sites. Then the resulting periodic 
orbit for the network is non-degenerate in the above sense and hence persists for 
some range of E, uniformly in the size of the network. Again one can address the 
questions of stability and finite coherence length. We find analogous results to those 
for equilibria. 

What happens if we start from periodic orbits on two or more sites, with equilibria 
at the others? If the periods are in rational ratio, i.e. integer multiples of some 
common super-period T, then the full system has periodic orbits of period T, and 
one might hope to continue them to non-zero f. But this is false, because in addition 
to (overall) phase-shift degeneracy there are relative phase shift degeneracies in th is 
case. In fact, the product of N periodic orbits and arbitrarily many equilibria is an N­
torus. If the periods are in rational ratio, the N-torus is foliated into an (N -l)-torus 
of periodic orbits of the same period. Hence there are automatically N - 1 relative 
phase-shift degeneracies. It is easy to create couplings which destroy all these periodic 
orbits, for example by making the frequency ratio incommensurate. Nonetheless, we 
do expect persistence of the invariant N -torus, though the dynamics on the torus may 
become more complicated than periodic. This will be addressed in Section 8. 

6 Uniformly Hyperbolic Sets 

The persistence results for equilibria and periodic orbits have a powerful generalisation 
to aperiodic orbits, under an analogous condition of uniform hyperbolicity. It is 
simplest here to make an excursion into discrete-time, which avoids technical problems 
due to the continuous time-translation symmetry of autonomous ODEs. Thus we 
consider coupled map lattices3 of the general form: 

(69) 

which we condense to the general farm for a parametrised family of discrete-time 
dynamical systems: 

(70) 

It is clear that the problem of persistence of fixed points of Eq. (70) is virtually 
identical to the problem of persistence of equilibria of networks, with the only change 
being from a zero-finding problem to a fixed point problem. Thus the key condition 
of invertibility of DG should be replaced by invertibility of I - DG. The problem of 
persistence of periodic orbits, of period q say, of a coupled map lattice also reduces to 

3Note that the word "lat ti ce" is used in a we aker sense than the pure mathematicians' sense: 
there is no need for S to be closed under an operation of subtraction . 
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the same sort of problem, either by eonsidering the qth iterate of G or more simply 
by writing a system of q equations for xo, ... , x q - 1 

• 

The standard definition of uniform hyperbolicity for dynamical systems involves 
a splitting of the tangent spaee into the direct sum of invariant ex panding and con­
tracting bundies, with uniform exponential estimates. I prefer to give a functional­
analytic definition of uniform hyperbolicity, which ean be proved to be equivalent to 
the usual one (see bel ow) , but is much more useful and allows generalisation to non­
dynamical problems like elliptie PDEs4, for example [1) . To lead into the definition, 
note that orbits of Eq. (70) (fixing f for the moment) are fixed points of the operator 
H : M Z -+ M Z defined by 

(71) 

In the case of a coupled map lattice, M is already a product of manifolds, one for each 
unit of the lattiee, so M Z is a product of manifolds, one for each point in space-time. 
For norm on M Z , use the supremum over the Z-direction of the norms on M. 

An orbit x E M Z of Eq. (70) is said to be uniformly hyperbolic if I - DH is 
invertible. An invariant set ~ is uniformly hyperbolic if its orbits are uniformly 
hyperbolic with a common bound on 11(/ - DH) - lll (and if ~ is non-compact, a 
common module of continuity for DH is required). This definition is not so new, 
in fact, as it is essentially Mather's characterisation of Anosov systems, presented to 
the Dutch Academy of Sciences in 1968, perhaps in this very room. Furthermore, 
its eontinuous-time analogue, named exponential dichotomy, goes back to 1958 or so 
(see [28))! For an introductory article which explains many aspects of the equivalence 
between this definition and the usualone, see [20), and for more see [32). For the 
particular case of sympleetic twist maps, see [6). 

With this definition, persistence of uniformly hyperbolic orbits, uniformly in the 
si ze of the lattice, becomes immediate. It is just the same as for non-degenerate fixed 
points of a eoupled map lattice, but with the lattiee replaced by the grand lattice, and 
G replaced by H . The mapping between the perturbed and the unperturbed orbits of 
uniformly hyperbolic sets is easily shown to be a homeomorphism. Alternative, but 
closely related, proofs were given for one-dimensional chains by [30) and [11). 

The way the persistence results are applied to coupled map lattices differ from 
that in Section 2, however, as one would not usually start from a grand lattice with 
no coupling in time. Mind you, this lat ter concept, named the "anti-integrable limit" 
by Aubry [4), has proved extremely fruitful , and I will say a few words about it in 
Seetion 9. Instead one would start from the limit with no coupling in "space" . If 
the dynamics of the individual units is uniformly hyperbolic, and uniformly so over 
the whole lattice, then the resulting orbits are uniformly hyperbolic and hence persist 
uniformly with respect to the coupling. For example, one eould take a coupled map 
lattice with a Plykin attractor at one site and attracting fixed points at the othersj 
this would result in an attractor with spatially localised chaos for weak eoupling. 

The continuous-time case is analogous, but complicated slightly by the fact that 
there is always time-translation degeneraey. This means that the definition of uniform 

4Note the unfortunate clash of terrninology which renders I'nany elliptic PDE problerns uniforrnly 
hyperbolic! 
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hyperbolicity needs to be adapted and to establish a persistence result we have to allow 
the time-parametrisation of the orbits to change with €. 

One aspect of uniform hyperbolicity which is important for applications is the 
robustness of uniformly hyperbolic orbits to small time-dependent perturbations. In 
fact, the not ion of uniform hyperbolicity (using the above definition) is not at all 
limited to autonomous dynamical systems. In particular, if a system with a uniformly 
hyperbolic orbit is subjected to small forcing then the orbit has a unique continuation 
to a solution of the forced problem. In the most interesting case for applications, 
namely where the orbit is attracting, this solution represents the response for all initial 
conditions close to the original orbit. The solution can be found by continuation, as 
throughout these notes, and bounds can be deduced on the size of forcing for which 
one can be sure that the response remains within desired safety limits. Bishnani 
and I are in the process of developing such estimates, in continuous-time. We are 
particularly interested in adapting the measures of size of the forcing to the system 
in hand in order not to unnecessarily restrict the si ze of the forcing function. This 
technique should have a uniform extension to network problems. 

Next I give the promised construction of the stable-unstable splitting for the tan­
gent bun dIe on uniformly hyperbolic sets (in the discrete-time case). The construction 
of the splitting is the same for networks as for single dynamical systems; the only dif­
ference is that to deduce exponential decay estimates in time for a network we need 
to suppose suitable spatial structure for the coupling. Under this condition, we also 
obtain a finite coherence length property for the splitting. 

If 1 - DH is invertible then given a tangent vector ~ at a point x E M, define the 
tangent vector :=; E T M Z along the orbit of x by 

and all ot her components zero. Define the tangent vectors 

C -DGG -l:z;7r(-I)(I - DH)-l:=; 

ç+ = 7r0 (I - DH)-l:=;, 

(72) 

(73) 

(74) 

at x E M, where 7r
t 

: M Z ~ M is the component at time t EZ. Then ~- has bounded 
backwards orbit, ç+ has bounded forward orbit, and 

ç+ +C =~. (75) 

This is the desired splitting of ç. 
To show that the forwards, respectively backwards, orbits of ~± decay exponen­

tially, note that for a single dynamical system or finite network we can use Case 1 of 
Section 4, where the one dimension is taken to be time. Thus (I - DH)-l:=; decays 
exponentially in both directions of time, and its forward and backward parts are in 
fact the forward and backward orbits of ~± respectively. For an infinite network, or 
to obtain uniform results with respect to the si ze of the network, one has to impose 
hypotheses on the coupling which guarantee exponential decay of the matrix elements 
of (I - DH)-l in space-time. For example, the hypotheses Eq. (47) and (49) suffice 



Dynamies of networks 95 

for an arbitrary graph, as explained at the end of Case 2. Then summing over the 
t = constant sets in the space-time graph gives the desired exponential decay in time. 

To complete the treatment of the splitting, we must show that the union Et of 
the ç+ over all tangent vectors ç at a given point xE M, and the union E; of the ç- , 
are linear spaces forming a direct sum decomposition of T M x • They are linear spaces 
because if çi and (i E Et and al, a2 E lR, then let Ça = al çi + a2çt and apply 
Eq. (74), to deduce that Ça EEt. Similarly E; is a linear subspace. We already 
proved that every ç E T Mx can be split into a sum of vectors in E: . It is clear 
that Et n E; = 0, because the orbit :=: of any tangent vector ç in the intersection 
is bounded in both directions of time and hen ce is a solution of (I - DH):=: = 0, so 
:=: = 0 by the invertibility of I - DH. 

Continuity of the splitting follows from the exponential decay. In particular, the 
dimensions (in the finite dimensional case) of E: are constant over chain-transitive 
components of uniformly hyperbolic sets. 

The spaces E± are traditionally called "stabie" and "unstable" subspaces, re­
spectively, but this is confusing terminology, as the stabie subspace is unstable with 
respect to the dynamics and the unstable one is stabie. I prefer to call E: the for­
ward and backward contracting subspaces, respectively. Note again that some people 
use "expanding" for E;, but the forward orbits of all vectors of T Mx \Et are also 
eventually expanding. 

For coupling with suitable spatial structure, the splitting can be shown to have a 
finite coherence length property, i.e . the matrix elements of the induced projections 
depends exponentially weakly on the distance between sites. 

Forward and backward contracting manifolds can also be constructed from this 
point of view. They are the sets of points in M whose forward, respectively back­
wards, orbits converge together, and the content of the "stabie manifold theorem" is 
that they are the images of injective differentiable immersions from the forward and 
backward contracting subspaces, respectively into M . Note again that I avoid the 
terms "stabie" , "unstable" and "expanding" . "Expanding" is additionally danger­
ous here because it can happen (e.g. the separatrix for a frictionless pendulum, and 
in general any homoclinic tangency) that tangent vectors toa backward contracting 
manifold also contract in forwards time! It would be interesting to obtain uniform 
estimates on the sizes of the contracting manifolds, especially in the case of attractors, 
where the union of the stabie manifolds is the basin of attraction. 

7 Structural Stability 

The persistence results of the previous Sections are very nice, but leave open an 
important question: how do we know that new equilibria, or periodic orbits, or ot her 
forms of recurrent mot ion are not created on ad ding small coupling? More strongly, 
is the uncoupled system structurally stabie, uniformly in the size of the network? 

A cr -dynamical system (r ~ 1 throughout this section) is said to be cr -struct­
urally stabie if all cr -small enough perturbations are topologically equivalent to it. 
Two flows 4Ji : Mi x IR -4 Mi, i = 1, 2 are topologically equivalent if there is a home-



96 R.S. MacKay 

omorphism 8 : MI -+ M 2 and a time-reparametrisation map r : MI x lR -+ lR which 
is an orientation-preserving homeomorphism of lR for each x E MI, such that 

r(4)1 (x, t), t') 

4>2(8(x), r(x, t)) 

r(x, t + t') - r(x, t), 

8(4)1 (x, t)) . 

(76) 

(77) 

The broadest not ion of recurrence is "chain recurrence". The chain-recurrent set 
R for a dynamical system x = G(x) is the set of points x which, for all "I > 0, !ie on 
a periodic solution of the differential inclusion 

x E B(G(x), "I), (78) 

the bali of radius "I around G(x). 
The basic result of finite-dimensional structural stability theory is that the chain­

recurrent set is cr -structurally stabie if it is uniformly hyperbolic (and the converse 
is proved for r = 1). So under this condition, no new chain recurrent behaviour is 
generated under perturbation. 

IC one wants structural stability of transient behaviour too, it is necessary to 
strengthen the hypotheses. An AS system5 is one for which the chain recurrent set 
R is uniformly hyperbo!ic and for all x, y E R, the stabie manifold of x is transverse 
to the unstable manifold of y. Every AS system is cr -structurally stabie, and this is 
also proved to go both ways for r = 1. For an up-to-date introduction, see [31]. 

The question to ask here is whether structural stabi!ity can be proved with uniform 
estimates on the si ze of the network. This is almost certainly true. Hence we would 
deduce that in the example of Section 2, for instance, no new equilibria are created 
for Ifl < f2, some f2 > 0, and in this range the dynamics is topologically equivalent 
to the uncoupled case. In particular, for this range of f, no travelling front solutions 
would exist, i.e . solutions with a region of units essentially in the O-state and a region 
of units essentially in the I-state, separated by a front which moves . This is known 
as "propagation failure" [16]. 

8 Normally Hyperbolic Sets 

Let us now return to the question of what happens if several (say N) units, each with 
an attracting periodic orbit are coup led together weakly, the remaining units having 
attracting equilibria. The product system then has an attracting invariant torus of 
dimension N. I believe that this N-torus persists for small coupling, uniformly in 
the system size, subject to some uniformity in the attraction rates and periods of the 
periodic orbits. The dynamics on the N-torus, however, can and indeed typically will, 
become more complicated than the uncoupled case (for which the flow is conjugate 
to a uniform translation). 

To justify this, con si der the more general problem of persistence of normally hy­
perbolic sets . Roughly speaking, these are invariant subsets with a tangent bundie T 
(e .g. a submanifold, but solenoids are also allowed, for instance), such that expansion 

5Following [32), "AS" stands for "Axiom A and Strong Transversality Condition" . 
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Figure 1: The attracting invariant cylinder for an uncoupled neuron. 

and contract ion in T is weaker than expansion and contract ion in the normal bundie 
N (i .e. the total tangent space modulo T). There is a weIl established theory of 
persistence of normally hyperbolic sets for finite dimensional systems (e.g. [36]). The 
issue I wish to address is wh ether for a network the persistence results can be made 
uniform in its size. 

The discrete-time case of this question was investigated by [U] . It would be 
interesting to check that everything works for the continuous-time case also. This 
would, for example, justify the reduction of a system of weakly coupled oscillators 
with attracting periodic orbits to a system of phase equations 

(79) 

In the case that the mot ion is close to a rational rotation, averaging could then be used 
to reduce to phase-difference equations as proposed by [19], up to a small remainder 
term. 

Another very interesting problem to study, which would be greatly helped by 
such a result on persistence of normally hyperbolic sets for networks, is a model 
that I wish to propose for (physiological) neural networks. Think of a neuron as a 
dynamical system given by the unfolding of a saddle-node on a cycle together with 
slow evolution in the "parameter", depending on the inputs (and its own state, but I 
will re gard that as a coupling effect too). Thus the uncoupled neuron has a normally 
hyperbolic attracting invariant cylinder in its ph ase space, as sketched in Figure l. 

An uncoupled network of N such units has a normally hyperbolic N-cylinder (i.e. 
product of N cylinders). Assume that the effect of neuron s going round the cylinder 
is to cause a slight parameter increase or decrease (depending whether the coupling is 
excitatory or inhibitory) on all neurons to which it outputs, including possibly itself. 
Then, provided the coupling is integrable in some sense, we expect the product system 
to continue to have a normally hyperbolic N -cylinder on which the mot ion is close to 
the uncoupled case, but with more interesting dynamics. The question is what sort 
of dynamics can it exhibit? In particular, can it exhibit "intelligence"? 
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9 Conservative case: equilibria 

For Sections 9 and 10, 1 specialise to the case of Hamiltonian systems and their close 
relatives: time-reversible systems. A system is Hamiltonian if it can be written in the 
form 

i = JDH(z), (80) 

where J is the isomorphism from l-forms to tangent vectors induced by a symplectic 
form w, by 

W(Jl1,Ç) = l1(Ç) , Vç. (81) 

It is time-reversible if 
i = F(z) = -DR-1 F 0 R(z), (82) 

for some involution R, which shall be required to reverse precisely half the dimensions. 
The intersection of the two categories is especially relevant, in particular with the 
added condition that R be anti-symplectic, i.e. 

A basic example which we shall treat is 

x. + V'(x.) = f. L gr.(xr - x.), 
rEN. 

(83) 

(84) 

where N. is the set of neighbours of site s in a graph S, gr. is symmetric, and x. E IR. 
This is Hamiltonian with 

H(x,p) = L(~p; + V(x.)) + ~ L gr.(xr - x.)2, 
BES d(r,.)=l 

(85) 

where the second sum is over unordered pairs (r, s), and time-reversible with (anti­
symplectic) involution 

R(x,p) = (x, -p). (86) 

Pers is ten ce of equilibria for such systems is a special case of persistence of equi­
libria for general networks, so does not require special treatment. Nonetheless, there 
is a slight improvement which can be made using the Hamiltonian structure. In­
stead of sol ving JDH(z) = ° one can solve G(z) := DH(z) = 0, and so DG is 
symmetric, which can improve estimates, particularly on the exponential decay. This 
approach has been powerful in deducing interesting results for symplectic twist maps, 
because their orbits are equivalent to the equilibria of an associated one-dimensional 
translation-invariant nearest neighbour chain. The uncoupled case is a singular limit 
from the symplectic map point of view, christened the "anti-integrable limit" by 
Aubry. The ideas were first developed by [4] and [35], and subsequently used to 
construct many interesting types of orbit for symplectic twist maps, e.g. cantori of 
various types [7, 26], and bifurcations [3, 17]. 

Note that one special feature of the Hamiltonian case is that the signature of the 
second variation D 2 H of the Hamiltonian can not change as long as D 2 H remains 
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non-degenerate. This does not prevent stability change, but limits the possibilities. 
In particular, if it starts definite it must remain definite and the equilibrium remains 
stabIe as long as it can be continued (in fact, fully so with respect to l2-norm, not just 
linearly, though in general not with respect to sup-norm) . If D 2 Hstarts indefinite 
then we can nonetheless deduce a range of f. for which the stability type of the equi­
librium remains unchanged, as in Section 3, provided some additional hypotheses are 
satisfied (separation of spectrum with opposite signatures) . The not ion of stability 
type has to be refined in the conservative case to allow a central component in the 
splitting and to take account of the Krein signature of pure imaginary spectrum (e.g. 
[21]). 

10 Conservative case: periodic orbits 

In contrast to the case of equilibria, continuation of periodic orbits of conservative 
systems requires special treatment. This is because for an autonomous Hamiltonian 
system every periodic orbit is degenerate, owing to energy conservation. Of course, 
this is easily dealt with by restricting the vector field to an energy surface, giving a 
family of systems with one extra parameter, namely the energy. But it can be dealt 
with in other ways and I shall discuss one. 

Similarly, symmetrie periodic orbits of time-reversible systems, that is orbits which 
are sent to their time-reverse by the involution R, are automatically degenerate, be­
cause denoting the total dimension by 2N, symmetrie periodic orbits correspond to 
intersections of the orbit ((N + l)-dimensional) of a reftection surface with the reftec­
tion surface (N-dimensional), which is 1-dimensional if transverse. This problem is 
not as easily dealt with as the autonomous Hamiltonian case, and thus the method I 
will sketch is particularly useful. 

The method that Aubry and I proposed for these two classes of problems is to 
assume anharmonicity and to continue at constant period [24]. Anharmonicity means 
that the period of the orbit varies non-trivially with respect to energy (or appropriate 
parameter) along the family of periodic orbits. Of course, anharmonicity is not always 
present, and then other approaches are required, but it is a common case. 

This method allows us to construct "self-Iocalised vibrations" [24, 23], discovered 
numerically by [33], and named "discrete breathers" by [10] and "nonlinear localised 
excitations" by [15]. 

As I ran out of time to write up these notes, my treatment of this problem will be 
regrettably brief. The reader is referred to [24] for more details and to [23] for some 
suggestions for directions for future work. 

I begin with the simplest case, namely "I-site breathers". Each unit of the uncou­
pled network is assumed to be a Hamiltonian or time-reversible system and to possess 
a one-parameter family of periodic orbits. We parametrise the family by the action 
I = J p .dq in the Hamiltonian case, and some analogous measure of its size in the 
time-reversible case (if not also Hamiltonian) . Denote its period by T(I). For f. = 0, 
choose a periodic orbit of the local system on one unit 0 E S and put all other units 
on equilibrium points. This gives a periodic orbit ï of the product system. 
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Hypotheses 1. A nharmonicity: dT / dl i- 0 for the chosen periodic orbit of unit o. 
2. Non-resonance: d({ws : s E S\{a}},wZ) > 0, where w = 27r/T and w. is the 
frequency of infinitesimal vibrations about the equilibrium on site s. 
3. Uniformity: The vector field is Cl with respect to sup norm over sites, with uniform 
bounds with respect to the size of the network. 

Theorem 3 Under hypotheses 1, 2 and 3, "( has a unique (up to phase shift) con­
tinuation "(f) as a periodic orbit of the same period T for iEl < fO, for some fO > 0, 
uniformly in the size of the network. 

Our proof is by the implicit function theorem for a Cl function q, from a space of 
Cl loops to a space of CO loops, as in Section 5, but here we work with fixed period T 
and impose some restrietions related to the Hamiltonian or time-reversible structure. 
The point of the above hypotheses is to make Dq, invertiblej physically, they all ow the 
breather to detune from the phonons and avoid harmonies of the frequency falling in 

. the phonon band. It should be pos si bIe to do a proof in a space of Fourier coefficients 
tOOj in deed this was our original approach but we ran into technical problems making 
sure that q, was Cl . I have subsequently found out how to prove this and intend to 
write up the pro of soon. 

In [24] we also prove fini te coherence length for breathers in one-dimensional near­
est neighbour chains. This can easily be generalised to other forms of network with 
suitable spatial structure, e.g. any which fit cases 1,2 or 3 of Section 4. 

One question is what estimates on the continuation we can obtain. We did not 
yet obtain any explicit estimates, as one step in our proof was to transform to act ion­
angle variables at the excited site, and the continuation estimates will dep end on 
the size of the derivative of this transformation and its inverse, which in general 
are not explicitly calculable. However , they are calculable for certain potentials and 
estimable for many others, and it would be very interesting to do this and work out 
some explicit estimates for the continuation of breathers. Once the Fourier coefficient 
proof is available , I believe that it would be the best one to use, as I think it is bet ter 
adapted to the problem. 

Another question is ab out stability of the resulting breathers. One can not expect 
them to be linearly stabIe uniformly in the system size, because of the possibility 
of constructive interference of phonons. I believe, however, that the I-site breathers 
obtained above are linearly stabIe in 1.2 for f < fl, for some fl > 0 uniform in 
the system size, provided that the non-resonance condition is strengthened to the 
following: 

Stability condition There exists T > 0 such that d( {eiw• T : s i- a}, {e- iw• T : s i­
a} ;::: T, where w. is the frequency of infinitesimal vibrations about the equilibrium 
for site s , with sign chosen according to the signature of the second variation of the 
Hamiltonian there (positive for the minima of V in the example of Eq. (84)). 

In particular, w must avoid 2Iw.l/n for all n E N, s E S. The reason for the 
stability condition is that it ensures that no collisions of Floquet multipliers of opposite 
Krein signature can occur, which implies spectral stability is preserved (e.g. [2]). As 
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before, it should be true that the spectrum moves controllably with respect to € and 
hence the existence of €1 will follow . 

It is unlikely that the breathers would be fully stabIe, as the usual arguments 
ab out the set of KAM tori not dividing ph ase space apply as soon as the number of 
sites exceeds two. However , they are Nekhoroshev stabIe, meaning that if you start 
close (in t'2-norm) then you stay close for an exponentially long time [9]. 

The next issue is existence of multi-site hreathers. Here again, the interested reader 
is referred to [24], wh ere we construct them for time-reversible systems subject to two 
conditions on the solution in the uncoupled case: firstly, there must be a common 
period, satisfying the non-resonance condition, and secondly, there must be an origin 
of time with respect to which the solution is time-symmetric. In that paper, we also 
suggested a method for proving existence of multisite breathers without using time­
reversal invariance. I have subsequently come up with what I believe will be a better 
approach, a Melnikov-type method, which I hope to write up soon. N-site breathers 
will correspond to critical points of a function on an (N - l)-torus. There should 
be relations between the spectral stability type of the breather and the index of the 
critical point. The (N - l)-torus should give a non-invariant but Nekhoroshev-stable 
N -torus in the ph ase space. 

It should not be necessary to have an "uncoupled" case from which to continue 
breathers. Any starting point possessing non-degenerate breathers would sufficej this 
is probably the case for Flach's breathers in homogeneous Fermi-Pasta-Ulam chains 
[14], for example. Furthermore, the anharmonicity condition is probably not really 
required: one could continue at constant energy rather than constant period. This 
would allow one to prove existence of impurity modes for nonlinear systems, by con­
tinuation from the linear case. 

Another question is about existence of quasiperiodic breathers. There are works 
(e .g.[18]) which prove existence of invariant N-tori of quasiperiodic motions for N = 
2,3, . .. in large and infinite-dimensional Hamiltonian systems, but it is not clear 
whether they can be applied here. AIso, in some numeri cs (e .g. [34]) travelling 
breathers are observed, and it is achallenge to try to prove or disprove their existence. 

The real issue with discrete breathers is to explain why typical initial conditions 
seem to he "attracted" to a distrihution of breathers. My guess [23] is that it is a 
similar phenomenon to the stickiness of elliptic islands for area-preserving maps, but 
this merits much investigation. Then it would be very interesting to develop their 
physical significance and investigate their role for statistical mechanics. 

11 Limits to continuation 

I conclude by raising two questions which I am not yet in a position to answer: what 
are the limits to continuation, and what happens beyond? 

Firstly, how are equilibria or periodic orbits or uniformly hyperbolic sets or nor­
mally hyperbolic sets of a network lost (if at all) as coupling increases? It is clear 
that they can undergo bifurcations just as for finite-dimensional systems, but are 
there new possibilities for infinite networks? Aubry and Marin are investigating this 
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numerically for the case of discrete breathers. 
A simpler setting in which quite a lot can be understood is the bifurcations of 

the set of equilibria for lD nearest neighbour chains of particles in a cubic poten­
tial, because this reduces to studying orbits of the area-preserving Hénon map. The 
analogues of the breathers are the orbits whose symbol sequence has all but finitely 
many Os in the uncoupled case (0 labelling the potential weil and llabelling the local 
maximum). In particular, the first bifurcation is known to be the annihilation of 
the symbol sequences 000 101000 and 000 111000 (Smillie), which occurs without loss of 
finite coherence length, but the symbol sequences 000 1000 and 000 11000 almost cer­
tainly are lost by annihilation together with 000 and 100, and the coherence length 
goes to infinity there . 

Secondly, what new phenomena lie beyond the regime of continuation from the 
uncoupled limit? This is a particularly interesting question in the case of loss of a 
uniformly hyperbolic attractor. 
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