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Abstract 

We define the rank of a summabIe distribution and show that finite dimen­
sional Fresnel distributions eiS are summabIe distributions of rank 2, indepen­
dently of the dimension of the space. This motivates the introduction of path 
distributions, which we discuss in the case of spaces of sequences (discrete time 
paths) . For a continuous quadratic form (Kç,Ç) on a nuclear sequence space E 
there exists a unique path distribution FK on the dual sequence space E' such 
that 

( e-i(x,~) FK(dx) = e i (K{ ,{}/2, ç E E. 
lEI 

If K(i,j) = min(i,j) this gives a discrete-time analogue of a Feynman integral. 

1 Introd uction 

One of the most interesting problems in functional analysis is the appropriate math­
ematical definition of the Feynman path integral and related objects. Although it 
was not at the time (1948) obvious, the Feynman path integral [11] is an analogue 
of the Wiener measure on the space G[O, T] of continuous functions, in which the 
Gaussian marginals Gt" ... ,tn of the Wiener measure for the time instanees 0 < tI < 
t2 < ... , tn ~ T are replaced by the Fresnel distributions Ftlo .. . ,tn = Git1, .. . ,itn · 

The relation between the Wiener measure and the diffusion equation thus becomes 
a relation between the Feynman integral and the Schrödinger equation. In spite of 
considerable work on the matter, such as among ot hers [1], [5], [7], [8], [4], [18], 
[20], [21], [22], [34], the problem remains to define the projective limit F of the 
marginal distributions Ft, , ... ,t

n 
in such a way that F(~) makes sense for an appro­

priate linear topological vector space of functions ~, containing the functions such 

as ~(x) = exp( -i ft V(x(s))ds) at least for all smooth potentials V with bounded 
derivatives. 

The finite dimensional Fresnel distributions are summabie distributions in the 
sense of Schwartz [25], [26], [27]. These can be described as linear functionals, having 
a certain continuity property, on the space B of Goo functions which are bounded as 
well as all their derivatives. By a representation theorem of Schwartz they can also 
be characterized as sums of derivatives of bounded measures. The continuity implies 
that each summabie distribution T on IRn has what we call its sum-order. This is 
the smallest integer m such that one has an estimate I(T, <p)1 ~ M Elkl~m IIDk<plloo, 
where Ikl = kl + ... + km. It can be shown that the sum-order of Ft1, .. . ,tn is exactly 
n + 1. 

Summabie distributions can also be defined on Banach spaces. A natural idea is 
to at tempt to define F as a summabie distribution on G[O, T]. But this cannot be, 
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because the sum-order of the marginals would be majorized by the sum-order of F, 
whereas we see that they are unbounded. This precise obstacle leads to a new theory 
of path integrals, the first elements of which are proposed below. 

For each multi-index k = (kl, . . . , kn ) consider the maximum Ikl oo = maxi k i • 

Then, sin ce Ikl oo ::; Ikl ::; nlkl oo each summabIe distribution on ~n has a finite 
rank, the rank being smallest integer m such that we have an estimate I(T,cp)1 ::; 
M l:lkl oo~m IIDkcpll oo. The main motivating result (Theorem 5.1) on which the 
present paper is based is the following: in any dimension n the rank of Fh, ... ,tn equals 
2. More generally this is the case for any Fresnel distribution, i.e., a distribution 
whose Fourier transform is of the form eiK where K is a real quadratic form. 

The concept of rank is not invariant under linear transformations. For in stance 
on ~2 the operator a~~y has rank 1 but is equivalent under a rotation to the wave 
operator which has rank 2. This means that in this context the path structure of ~n 
is important, and not just the linear structure or even the Euclidean structure. 

We propose that path integrals, on generallinear sp aces of paths, are analogous to 
summabIe distributions, in as much as they will turn out to be objects representable 
in the form Dp" with D an appropriate finite rank differential operator, but in general 
of infinite order, and p, a bounded Radon measure (of the type described in the work 
[28]). 

In the present lecture we restrict attention to the case where time is a countable 
discrete set. We consider general spaces of paths, i.e. sequence spaces, but for sim­
plicity we assume these to be nuclear or co-nuclear. No knowledge of nuclear spaces 
is required however, nuclear sequence spaces having a particularly simple direct defi­
nition. Examples are the space s of sequences rapidly going to zero, and the space s' 
of sequences of polynomial growth. 

The pur pose of this lecture is: 1. To discuss summabIe distributions on ~n, 
i. following L. Schwartz, and ii. regarding ~n as the simplest discrete time path 
space. 2. To introduce path distributions on sequence spaces. 3. To prove the 
following theorem: If ç f-t (Kç, ç) is a continuous quadratic form on a nuclear sequence 
spacel , then there exists a unique path-distribution on the dual space whose Fourier 
transform equals e i (KU. )/2 . Moreover this path distribution is a derivative of rank 2 
of a bounded Radon measure. In particular, if 1= Z+ and K(i,j) = min(i,j) and 
(Kç, ç) = l:(~O,j~O K(i, j)ÇiÇj for ç E s(Z+), then there is a unique path distribution 
on s'(Z+) having the Fourier transform e i (Kf"f,)/2 . This may be regarded as a discrete­
time analogue of a Feynman integral. It seems Feynman himself has made use of 
discrete time path integrals when calculating path integrals using Fourier series [12] 
§3-11. 

lassumed complete and assumed barreled, i.e., the uniform boundednes principle is valid: If l i, 
i E I, are continuous linear forms such th at sUPi EI Ili (O)1 < +00, for all ~ E E , then they are 
equicontinuous. 
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2 SummabIe distributions on jRn 

Since one purpose of this paper is to define path distributions on sequence spaces 
we must first of all answer the question: precisely what are path distributions on 
the space of finite sequences IRn . The answer we propose is that they are summabIe 
distributions in the sense of Schwartz [25], [26], [27). 

In this section we essentially summarize Schwartz's theory of summabIe distribu­
tions, without proofs. We adopt the standard notations from distribution theory, such 
as V(lRn ) = C~(lRn), [(m)(lRn ) = cm(lRn ), [(lRn ) = COO (lRn ) and V'(lRn ) for the 
space of distributions. If <p is a function which is bounded as weIl as its derivatives 
up to order m E Z+ we pose 

Pm(<P) = sup IIDk<plloo 
Ikl ~m 

(2.1) 

8 1kl 
where Ikl = k1 + .. . + kn is the order of the operator Dk = '1 k n ' and D°<p = <po 

8x 1 ••• 8x n 

A summabIe distribution on IRn is a dis tri but ion T E V' (IRn ) such that there exists 
an integer m ~ 0 and a number M such that 

(2.2) 

The smallest possible number m for which one has estimates such as (2.2) will be 
called the summability order of T or briefly the 'sum-order'. 

The summabIe distributions form a linear subspace of V' (IRn ) which we denote by 
V~ (IRn ). The summabIe distributions of sum-order ~ m form a subspace of VUlRn) 

which we denote as Vlm) (IRn ). (In Schwartz' work [25], [26], [27) V~ is denoted as 
V~1 and is a particular case of the spaces V~p). 

A summabIe distribution is of finite order in the usual sense, and we have 

order(T) ~ sum-order (T), (2.3) 

with equality if T has compact support. 
It immediately follows from the definition that a derivative of a summabIe distri­

bution is summabIe with 

aT 
sum-order ( -a ) ~ sum-order (T) + 1 

Xi 
(2.4) 

The space VlO) of summabIe distributions of sum-order 0 coincides with the space 
Mb(lRn ) of bounded Radon measures on IRn . If p E Mb the distribution Dkp is 
summabIe with sum-order ~ Ikl = k1 + ... + kno 

Theorem 2.1. (L. Schwartz [25)). Let T E V'(lRn ). Then the following conditions 
on T are equivalent: 

1. T belongs to V~ (IRn ) . 

2. T is a finite sum Llkl ~m Dkpk of derivatives of bounded measures Pk· 
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3. T is a finite sum L:lkl~m Dk Ik of derivatives of U functions Ik· 

4. For every a E D, a * T belongs to Mb(lRn ). 

5. For every a E D, a * T belongs to L1(lRn ). 

The representation 

(2.5) 

where /-lk E Mb(lRn ), allows one to extend T to the space B(m) (lRn ) of functions in 
[(m) (lRn ) which are bounded as weU as their derivatives up to order m, in particular 
to the space B = B(oo) = nmB(m), by the formula 

(T,<p) = L (-l)lkl(/-lk,Dk<p). (2 .6) 

Ikl~m 

Measures /-l E Mb being up to é > 0 concentrated on a compact set, it follows that 
the extension has the following 'bounded con vergen ce property of order m': If <Pi 
is bounded in B(m), i.e. sUPiPm(<Pi) < +00, and <Pi -+ <P in the space [(m), then 
(T, <Pi) -+ (T, <p). One describes this kind of convergence by saying that <Pi pseudo­
converges to <P in B(m). 

Similarly the map T : B(lRn ) -+ C has the 'bounded convergence property' 
(without specified order): i.e. the restriction of T to bounded subsets of B(lRn ) is 
continuous for the topology induced by [(lRn ). 

In particular, if (<Pn) is a sequence in D pseudo-converging to <P E B (e.g. <Pn = 
an<p where an(x) = a(x/n), a being a test function equal to 1 in a neighborhood of 
0) then (T, <p) = limn-too (T, <p,,). This shows that the extension of T to B(m) (lRn ) or 
B(lRn

) does not dep end on the representation (2.5). We call it the canonical extension. 
In particular one can define the total mass 

(T,l) (2.7) 

sometimes denoted by J T(dx) which accounts for the name 'summabIe distribution'. 
It can be shown that conversely a linear map T : B(lRn ) -+ C, having the bounded 

convergence property, is the canonical extension of a unique summabIe distribution. 
This allows the introduction of a second equivalent definition of summabIe distribu­
tions : a summabIe distribution (of order m) is a linear form T : B -+ C (resp. 
B(m) -+ C) having the bounded convergence property (of order m). 

This allows one to define several operations on summabIe distributions which are 
current for bounded measures: 

Image distributions 

Let u : lRn -+ lRk be a linear map. Then one defines the image of T under u by 

(u(T),<p) = (T,<pou), <P E B(lRk) (2.8) 
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Then 

sum-order (u(T)) ~ sum-order (T) 

Fourier transform 

F(T)(Ç) = (T, e_ç), eç (x) = ei(x ,ç) 

F(T) is a continuous function of at most polynomial growth. 

Direct produets 

239 

(2.9) 

(2.10) 

The direct product of T E 'DL (IRP) and 8 E 'DL (IRq) is the distribution T ® 8 E 
'DL (IRp+q) defined for ~ E B(IRP x IRq) by 

(T ® 8,~) = (T, B) (2.11) 

where B(x) = (8, ~x ) , with ~x(y) = ~(x, y). It is characterized by the relations 

(T ® 8, cp ® 1/1) = (T, cp) (8, 1/1) (2.12) 

Convolution 

Let T , 8 E 'DL(IRn ) . The convolution product T * 8 is the image of T ® 8 under the 
linear map (x, y) t-+ x + y . Thus, for ~ E B(IRn ) 

(2.13) 

where lJi(x, y) = ~(x + y). Since eç(x + y) = eç(x)eç (y) one has, by formula 2.11 

F(T * 8) = F(T)F(8) (2.14) 

The class F( 0 M ) . 

In this section we identify a particularly useful class of summabie distributions. 
Let OM be the space offunctions I E [(IRn ) such that land the derivatives of I 

have at most polynomial growth. Then OM operates by multiplication on the space 
S(IRn

) and on S'(IRn
) . Moreover, the functions in OM, having polynomial growth, 

themselves define temperate distributions. 

Theorem 2.2. Every TE F(OM) is summabie. More precisely, il P is a polynomial 
we have PT E 'DL (IRn). Conversely, il PT belongs to 'DL (IRn) lor all polynomials P , 
then we have T E F(OM) . 

Proof. If T = FU) and a E 'D(IRn
) we have a * T = F(fJ f) where fJ E S is 

the inverse Fourier transform of a. Since fJI belongs to S we have a * T E S, a 
fortiori a * T EU. Therefore by Theorem 2.1 T is summabie. Similarly if P is a 
polynomial PT = F(D f) for some differential operator D with constant coefficients, 
so PT E F( 0 M ). Conversely, if PT is summabie for all polynomials P, D'Î' is 
continuous of polynomial growth for all differential operators D, and so F(T) belongs 
to OM. • 
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3 Fresnel distributions 

Let S(x) = ~(Ax, x) be a non-degenerate quadratic form on ]Rn, associated to the 
real symmetrie invertible matrix A. Then we have the foUowing: 

Theorem 3.1 (Bij ma, Thomas). The Fresnel distribution eiQ is summabie and 
has summability order n + 1. Moreover, for any polynomial P the product PeiQ 

is summabie. 2 

Prool It is weU known that the Fourier transform is proportional to eic(A-l~,~) for 
some c E ]R and so belongs to the space OM. Thus PeiQ is summabie for all P. 
Regarding the sum-order we only sketch the proof in the case of interest here, where 
A is positive definite. 3 The sum-order being invariant under linear transformations, 
we may assume Q(x) = Ixl 2 is the square of the euclidean norm. In the case of 

. 2 
dimension 1 it is easy to see by a direct calculation (partial integration) that e'r has 
sum-order 2, and that rn- Ieir2 has sum-order n + 1. Using radial test functions and 
averaging we can then reduce eilo:12 to rn- I eir2

. • 

The precise sum-order n + 1, or rather the fact that the sum-order is an unbounded 
function of the dimension, is important for our motivation in the sequel, but wilt not 
be used otherwise. 

We are partieularly interested in the foUowing Fresnel distribution: 
Let a = {tl, . .. , tn} be such that 0 < tI < . .. < tn ~ T. Let Let a = {tl, ... , tn} 

be such that 0 < tI < ... < tn ~ T. Let 

F 
. ((Xn - Xn_t)2 (X2 - Xt)2 xi) dxn ··· dXI 

u = exp z + ... + + -
2(tn - tn-I) 2(t2 - tI) 2h J27ri(tn - tn-I) ... 27rih 

(3.1) 

It foUows that this is a summabie distribution on ]Ru = ]Rn of sum-order n + 1. 
These distributions form a projective system:4 if a ~ a' (i.e. a Ca') then if 7ru ,u l 

is the projection of ]RUl onto]Ru we have 

Fu = 7ru,U,(FUI) 

The Fourier transform of Fu is Fu(ç) = ei(K,,~,ç)/2 where (Kuç ,ç) = 
LI~i,j~n K(ti, tj)ÇiÇj, with K(s, t) = min(s, t). 

(3.2) 

4 Impossibility of defining Feynman integral as a 
summabie distribution 

The second definition of summabie distributions lends itself to a generalization in 
whieh the space IRn is replaced by an infinite dimensional Banach space E, the space 

2The fact that ei7fX2 is summabIe is mentioned in [25] p. 27l. 
3Details for the general case can be found in F. Bijma's undergraduate thesis [3] . 
4Such projective, or compatible, systems of summabIe distributions are c\osely related to the 

pro-distributions of C . DeWitt-Morette [7] . 
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B(E) having a natural definition and the structure of a Fréchet space with the norms 

Pm(cJ» = sup IIDh1 ,,,.,hm cJ>lloo (4.1) 
Ilh;jl~l,i=l...,m 

Dh1 , .. . ,hm denoting successive differentiation in the directions h i , or if m = 0 the 
identity. 

A summabIe distribution is by definition a linear form T : B(E) ~ C with the 
bounded convergence property, i.e., whose restriction to the bounded subsets of B(E) 
is continuous with respect to the Goo-topology. A generalization of this type has 
been considered by 1. Schwartz (private communication). SummabIe distributions 
on locally convex spaces have heen examined in detail by E. Cator in his doctoral 
dissertation [6]. 

In the case of the Banach space E = C(O, T]let us denote 7r". : G[O, T] ~ ]R'" the 
evaluation map 7r".(x) = (x(tt}, . . . ,x(tn)). 

A natural question is whether the Feynman integral can he defined as a summabIe 
distribution on G[O, T] . More precisely the question is: Does there exist a summabIe 
distribution F on G[O, T] such that we have 

Va (4.2) 

If such a distribution exists it is unique. But the answer to the question is: 

Theorem 4.1. There does not exist a summabie distribution F on G[O, T] such that 
we have (4.2) . 

Proof. A summabIe distribution is continuous on the Fréchet space B(G[O, Tl) and 
so we have an estimate similar to (2.2): 

(4.3) 

In particular this would imply that the images F". have summability order at most 
equal to m, which is contrary to the fact that the sum-orders of the distributions F". 
are unbounded. • 

More generally one can show that it is in general impossible to define Fresnel 
distributions on infinite dimensional spaces as summabIe distributions. This obstacle 
motivates the theory of the next sections. 

5 Summabie distributions on lRn viewed as path­
distributions 

5.1 Rank or Max-order 

For every multi-index k = (kl, ... , kn ) we pose 

Ikloo = max k i 
t=l. .. n 

(5.1) 
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A partial differential operator with constant coefficients is said to have rank :::; m if 
it is of the form 

We put 

P(m)(<P) = sup IIDk<plloo 
Ikloo~m 

A summabie distribution T will be said to have rank:::; m if we have 

(5.2) 

(5.3) 

(5.4) 

Since Ikloo :::; Ikl :::; nlkloo the distributions of finite rank on IRn are identical to 
the summabie distributions. 5 

We denote E(m) (IRn ) the space of functions <P such that Dk<p is continuous for all 
k with Ikl oo :::; m, and B(m)(IRn ) the space of function <p E E(m) such that Dk<p is 
bounded for all k with Ikl oo :::; m. 

Theorem 5.1. Let S (x) = ~ (Ax, x) be a non-degenerate quadratie form on IRn , as­
soeiated to the real symmetrie invertible matrix A. Then the Fresnel distribution 
E = eiS has rank 2. 

Proof. Let 

n 

Yk = Ak(X) = Laklxl. 
l=l 

(5.5) 

Then ,,8 S(x) = Ak(X). Thus ,,8 E = iAk E and (,,8 )2 E = (iakk - A%)E . Put 
UXk UXk UXk 

Dk = 1 - (8~J2 and Pk = 1 + A% - iakk. Then we have DkE = PkE where the 
polynomial Pk is nowhere zero on IRn . Therefore we can write: 

1 
E = P

k 
DkE. (5.6) 

Repeating this for k = 1 to n we obtain: 

1 1 
E= -P D1···-DnE 

1 Pn 
(5.7) 

Applying this to a test function and transposing we obtain: 

1 1 
(E,<p) = (E,Dn(P

n
' .. D1(P

1 
<p)) (5.8) 

5In the first version of this paper we used the expression 'max-order' instead of 'rank'. But 
according to L. Schwartz ([25] p. 189) the term 'rang', the French for 'rank', is an acceptable term 
for the maximum of the ki in the differential operator D k . The use of 'rank' as an attribute of a 
distribution is new. 
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The functions A and their derivatives with respect to Yk are integrabIe over IR, and 
so by the chain rule, the derivatives with respect to the Xj are, as functions of Yk 
integrable over Ilt e.g. 

Thus we have: 

a 1 

aXj 1 + A~ -
2akj A k _ 

(1 + A~)2 -

N 

(E,cp) = L! E(x)Fk(X)Lkcp(x)dx 
10=1 

(5.9) 

(5.10) 

where the Fk are in U (IRn ), direct products of integrable functions of Y1, Y2, ... , Yn , 
and so integrable with respect to Y = Ax, and A being invertible, integrable with 
respect to x. The Lk are differential operators of rank:::; 2. It follows that 

(5.11) 

which proves that the rank is :::; 2. Projection on some axis shows that the rank 
cannot be smaller than 2. • 

Remark 5.2. Theorem 8.1 shows that more generally, if E has a Fourier transform of 
the form eiK, with K aquadratic form i- 0, the dis tri but ion E has rank 2. 

5.2 Mollifiers 

We define a mollifier of order m to be a measure K E Mb having the following two 
properties: 

1. DiK is a bounded measure for all indices 1 with 11100 :::; m. 

2. There exists a differential operator D of rank m such that 

DK=8 (5.12) 

Theorem 5.3. There exist mollifitrs of order m. Let K be a mollifier of order m 
and let D be a differential operator of rank:::; m such that DK = 8. Then if T is 
any summable distribution of rank:::; m , the summable distribution J.L = K * T is a 
bounded measure and 

T=DJ.L (5.13) 

Thus, for summabIe distributions of rank:::; m we get, without the use of Hahn­
Banach theorem, a representation 

(5.14) 

file:///l/aa
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analogous to (2.5), and actually something more precise. 
In particular , a summabie distribution of rank ~ m has a canonical extension to 

the space B(m), having the bounded convergence property of rank m: If epi -t ep in 
the space E(m) (IRn

) while remaining bounded in B(m) (IRn
) then (T, epi) -t (T, ep). This 

follows in the same way as in §2. 
Conversely, if T has a representation (5.14) it follows that T has rank ~ m. 

Praaf. For order one we pose, if 0: > 0 

1 L = Let = _Ye-x/et 
0: 

(Y the Heaviside one step function) and 

so that 

d 
D=l+o:

dx 

DL=8 

and L and L' are bounded measures. 

(5.15) 

(5.16) 

(5.17) 

Next consider the case of rank 2, in dimension m = 1. For 0: > 0 let Ket = Let * Let, 
i.e. 

1 K(x) = Ka(x) = _e-1xl/et 
20: 

2 ( d )2 D=l-o: -
dx 

Then K, K' and K" are bounded measures, and 

(5.18) 

(5.19) 

DK = 8, cp = ep * 8 = ep * DK = K * Dcp, ep' = K' * Dep, cp" = K" * Dep 

and so there exists M such that 

If T has sum-order 2 we therefore have, for some M ~ 0, 

I(T,ep)1 ~ MIIDepiloo (5.20) 

It follows that 

ep E D, 

so that K * T is a bounded measure by the Riesz Representation theorem. 
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Now in dimension m > lIet 

(5.21) 

Let 

rr
ffi 

2 ( 8 )2 
D = 1- ai 8x. 

i=l • 

(5.22) 

Then DiK is a bounded measure provided Ill= ~ 2. By the same argument as 
before we see that if 

then 

and if T has rank ~ 2, i.e. 

we have 

P(2) (cp) = sup IIDlcpll= 
Ill oo~ 2 

so that J.L = K * T is a bounded measure, and T = DJ.L. 

(5.23) 

(5.24) 

(5.25) 

(5.26) 

For higher rank m we take H = K*n, if m = 2n is even and otherwise if m = 2n + 1 
we take H = Km * L, and corresponding powers of the differential operator such as 
(5.22) and find in the same way: If T has rank m then H * T is a bounded measure 
J.L , and T = DJ.L. • 

One object of the theory is to generalize this, particularly (5.21) and (5.22) to 
infinite dimensional sequence spaces, co-nuclear for simplicity. 

6 Path distributions on sequence spaces 

6.1 Sequence spaces 

Let I be a countable set. Consider a locally convex space6 E over ~ with a continuous 
embedding 

We caU E a sequence space if moreover the following two conditions are satisfied: 

6We assume E to be quasi-complete: i.e. all closed bounded sets are complete 
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a. If lXii:::; IYil for all i E I, and Y E E, then X E E. 

b. E has a fundamental system of continuous seminorms P such that lxi:::; lyl ==> 
P(x) :::; P(y) . In particular P(lxl) = P(x). 

In the sequel we con si der only seminorms P with this property. 
The conditions a. and b. imply that the complexification Ec of E can be identified 

to the set of sequences x E Cl such that lxi E E , the topology being defined by the 
seminorms x r+ P(lxl). 

The sequence space is said to be regular if moreover the following con dit ion is 
satisfied: 

c. The sequences with finite support are dense in E. 

The spaces fP(I), 1 :::; P < 00 and eo(I) are regular sequence spaces, as is the 
space s(Z) of sequences rapidly vanishing at infinity, and its dual s'(Z) the space of 
polynomially bounded sequences. 

If u C I is a finite subset we define three maps 1ru, ju and Pu as follows: The 
projection or restrietion map 

1ru : E ---t ~u (6.1) 

defined by 1ru(x) = xlu. The injection 

ju : ~u ---t E (6.2) 

such that ju(Ç)i = 0 for i E I \ u and 1ruju(ç) = ç for all ç E ~u. The projector 

Pu : E ---t E (6.3) 

such that Pu(X)i = Xi if i E u, Pu(X)i = 0 if i E 1\ u. Equivalently: 

(6.4) 

The condition c. above is equivalent to 

c'. limu Pu(x) = x as u increases indefinitely.7 

By b. the maps Pu are equicontinuous, so define an equicontinuous approximation 
of the identity by fini te rank operators. 

It follows that a subset H C E is relatively compact iff limu PuX = x uniformly 
for x E H . 

We assume from now on that E is a barreled space, i.e. the uniform boundedness 
principle is valid in E. It follows that if E is regular and barreled the dual of E may 
be identified to the space 

E' = {y E ~l : L IXiYil < +00 V x E E} 
iEl 

(6.5) 

7These properties of the operators 'Fru , ju and Pu are chara.cteristic of path spaces in general, but 
here we limit considerations to sequence spaces 
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the duality between E and E' being given by 

(x, y) = L XiYi 

iEl 
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(6.6) 

Then E' with the strong dual topology is also a sequence space, in general not regular, 
as the case fl(I), foo(I) shows. 

6.2 Differential calculus on sequence spaces 

Let X C E be an open subset. We define the space [(O)(X) = [(0) (X) to be the space 
of K-continuous functions, i.e. functions whose restriction to every compact subset is 
continuous. Equipped with the topology of uniform convergence on compact sets this 
space is just the completion of the space of continuous functions. If X is metrizable K­
continuous functions are continuous, convergent sequences being relatively compact. 

If E is a barreled regular sequence space then a K-continuous linear form L : 
E --+ IR is continuous. Indeed, by the compactness of {y : lyl ~ lxi} we have 
L(x) = lim". L(p".x) and this implies continuity by the uniform boundedness principle. 

In the calculus on general (quasi-complete) locally convex spaces it is convenient 
to take the spaces [(0) as point of departure [33]. Thus the space [(1)(X) is the 
set of functions P such that for all h E E and x E X the directional derivative 
Dp(x, h) = ftp(x + th)lt=o exists and Dp E [(0) (X xE). Then Dp(x, h) = DhP(X) 
depends linearly on h, and the calculus is analogous to the calculus on Fréchet spaces 
in [16]. 

More generally one defines the spaces [(m)(E) and B(m)(E), 0 ~ m ~ +00, in 
analogy with the finite dimensional case. 

We omit details, but we now note what this becomes in the case of (regular, 
barreled) sequence spaces E. 

If X C E is an open subset we have the following characterization of the space 
[(1) (X) where we put 

A function P belongs to [(1) (X) if and only if 

1. The functions cp". have continuous partial derivatives of order 1. 

2. The limit 

exists for all x E X and h E E. 

3. The map D P : (x, h) f-t DhP(X) belongs to [(0) (X xE) . 

This implies that one has 

(6.7) 

(6.8) 

(6.9) 
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Note that the same expression then also exists for h E Ec and that the nmction 
(x, h) f-t Dh<I>(X) belongs to [(O)(X x Ec). 

6.3 Path derivatives on sequence spaces 

For h E Ec let formally 

For I fini te this is a rank 1 partial differential operator on ]Rl . 

We define the space [(1) (E) as follows: 
A function <I> : X ~ C belongs to [(1) (X) if 

1. The functions <{Ju have continuous partial derivatives of rank 1. 

2. The limit 

exists for all x E X and hE Ec. 

3. The map (x,h) f-t D(h)<I>(X) belongs to [(0) (X x Ec). 

(6.10) 

(6.11) 

To distinguish it from the direct ion al derivative the expression (6.11) will be called 
a 'path derivative '. It is clear that [(1)(X) is a linear space. We equip it with the 
topology defined by the seminorms 

P(1),K,H(<I» = sup ID(h)<I>(x) 1 
xEK,hEH 

(6.12) 

in which K c X is compact, and H C Ec is compact and balanced: i.e., >"H C H for 
>.. E C, 1>"1 ~ 1. 

Roughly speaking the proposed 'path calculus' is analogous to the 'ordinary' cal­
culus, but with directional derivatives replaced by path derivatives. We summarize 
some results without proof. 

If m > 1 the space [tm) (X) is defined as the set of functions <I> E [(0) (X) such 
that for all x E X and (hl, . .. , hm) E Ec the derivative D(hm)D(hm_tl . .. D(hl)<I>(X) 
exists and belongs to [(0) (X x E2l The space is equipped with the seminorms 

where K C X is compact and H C Ec is compact and balanced. 
We define [(00) (X) = nm~O[(m) (X) and equip this sp ace with the topology defined 

by the seminorms (6.13), m ~ 1. 
The functions in [tm) (X) could be said to be path differentiable to rank m. 
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Proposition 6.1. The spa ces E(m) (X) are complete. The functions in E(m) (X) be­
long to E(m) (X) and we have the continuous inclusion 

(6.14) 

We omit the proof (which exploits the fact that the map h f-t D(h)P(X) is holo­
morphic). 

The space B(m) (E) is defined in analogy with the space B(m) as the space of 
functions P E E(m) (E) for which the quantities 

P(m),H(P) = sup ID(h~) ... D(hl)P(x)1 
x EE,h i EH,i=l , .. . ,m 

(6.15) 

are finite , H being compact and balanced in Ec . Also B(oo)(E) = nm~QB(m)(E). 
These spaces have their natural topologies defined by the semi-norms (6.15). We 
have the continuous inclusions 

B(oo)(E) Y B(m+1)(E) Y B(m)(E) Y B(m)(E) 

Here B(Q)(E) = B(Q)(E). For m > 0 the last inclusion is proper. 

(6.16) 

Proposition 6.2. The functions ey : x f-t ei(x, y) belong to B(oo) (E) for all y E E' . 
Moreover the map y ----+ ey E E(oo) (E) is continuous on the space E~ i.e., the dual 
equipped with the topology of uniform convergence on compact sets. For y EK, a 
bounded subset of E~ , the functions ey remain bounded in B(oo)(E). 

Praof. We have 

A(h) = IJ (1 + ihkYk) (6.17) 
kEI 

Similarly 

(6.18) 

Since A(h) is uniformly bounded for h E H compact balanced in Ec, it follows that 
ey belongs to B(m) (E) for all m . The other statements follow routinely. • 

6.4 Path distributions 

Definition 6.3. A path distribution is a linear form T : B(oo) (E) ----+ C having the 
bounded convergence property: 

Pi E B , B bounded in B(oo)(E), Pi --t pin E(oo)(E) ==> (T,Pi ) --t (T,P) . 
A path distribution T ofrank ~ m is a linear form T : B(m)(E) ----+ C having the 

bounded convergence praperty of rank m : 
Pi E B, B bounded in B(m)(E), Pi --t pin E(m)(E) ==> (T, Pi ) --t (T,P). 
If 0 ~ m ~ 00 a net (Pi) bounded in B(m) and converging in E(m) (to a limit 

function necessarily belonging to B(m)) will be said to pseudo-converge in B(m). 
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We denote V(m)(E) the linear space of path distributions of rank ~ m, and 
V(oo)(E) or V'p(E) the space of all path distributions. 

We equip Vim) (E) with the topology of uniform convergence on bounded subsets 
of B(m)(E), 0 ~ m ~ 00. 

Proposition 6.4. For 0 ~ m ~ 00 the space Vim) (E) is a complete locally convex 
space. We have the continuous inclusions 

Mb(E) y V(m)(E) Y V(m+1)(E) YV(oo)(E) 

and regarding summabie distributions 

(6.19) 

(6.20) 

Praof. It is clear that the limit of a Cauchy net is a linear form whose restriction 
to bounded sets in B(oo)(E) is continuous for the topology induced by E:(m) (E). The 
continuity and injectivity in (6.19) and (6.20) follows by transposition from the fact 
that the inclusions (6.16) are pseudo continuous and have pseudo dense image. • 

Proposition 6.5. For every T E '0(00) (E) the following formula defines a path dis­
tribution D(h)T 

(6.21) 

The map D(h) is continuous from V(m)(E) to V(m+1)(E) and from V(oo)(E) to 

'0(00) (E). 

The Fresnel distribution we wish to construct will be of the form D( -h)D(h)J.L with 
J.L E Mb(E') and h E E' so will belong to '0(2) (E'). 

6.4.1 Convolution 

As to the convolution product, we only define the product of TE V(m) (E), 0 ~ m ~ 
00, with J.L E Mb(E) obtaining a path distribution T * J.L E V(m) (E). 

We need the following Lemma: 

Lemma 6.6. If T E V(m)(E) and B is a bounded subset of B(m)(E) then T(B) is 
bounded. 

Praof. If CPn is any sequence in Band the sequence (Àn) in lR converges to 0, the 
sequence ÀnCPn is bounded in B(m)(E) and converges to zero in E:(m)(E). Therefore 
Àn{T, CPn) = (T, ÀnCPn) goes to zero. This being the case for all such sequences (Àn), 
it follows that sUPn I{T, cpn)1 < +00, which proves the assertion, the sequence (CPn) 
being arbitrary in B. • 

For a E E let (Tacp)(X) = cp(x - a). Then the translation Ta leaves invariant 
the function spaces E:(m)(E) and B(m)(E), and commutes with the operators D(h). 
Moreover, if B c B(m)(E) is a bounded set the union UaEETa(B) is bounded in 
B(m)(E). 
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Proposition 6.7. For each TE V(m) (E), 0 ~ m ~ 00, and J.L E Mb(E) the equation 

T * J.L = Ie Ta (T)J.L(da) 

defines a path distribution T * J.L E Vim) (E). 

Proof. We put for (jJ E !3(m)(E) 

(T * J.L, (jJ) = Ie (Ta(T), (jJ)J.L(da) = Ie (T, La(jJ)J.L(da) 

(6.22) 

(6.23) 

If (jJi is bounded in !3(m) and converges to (jJ in the space &(m)(E), it follows that 
La(jJi is bounded in 13 uniformly with respect to i and a E E and converges to T_a(jJ 
in &(m)(E) uniformly for a EK, a compact set in E. By the Lemma and the bounded 
convergence property of T it follows that (T, La(jJi) is bounded with respect to i and 
a E E and converges to (T, La(jJ) uniformly for a EK. By the bounded convergence 
property of J.L it now follows that J (T, La(jJi}J.L(da) converges to J (T, La(jJ}J.L(da), 
which proves that T * J.L belongs to V(m) (E). • 

6.5 Fourier transform 

Since the functions ey : X t-t ei(x ,y) belong to 13(00) (E) for all y E E' we can define 
the Fourier transform as follows 

T(y) = (T, e-i(x,y)} (6.24) 

Proposition 6.8. The Fourier transform T is a K-continuous function on E~. If E 
is a F'réchet space, or E~ is a F'réchet space, then T is continuous on E~. 

Proof. The first statement follows directly from Proposition 6.2. The second, where 
E is assumed to be a Fréchet space, is a consequence of the theorem of Banach­
Dieudonné ([15] ch. 4, part 2, Thm. 2). The third statement is trivial, K-continuous 
functions on metrizable spaces being continuous. • 

Proposition 6.9. The path distribution T is completely determined by its Fourier 
transform. 

Proof. The distribution 7ru(T) has the following Fourier transform, in which ',ru 
denotes the transpose of 7r u: 

Since the Fourier transform is known to be one-one in the finite dimensional case it 
follows that T determines the marginal distributions 7ru (T), as weIl as therefore the 
distributions Tu = Pu(T) = ju(7ru(T)). The proof follows if we prove 

(T, (jJ) = lim(Tu, (jJ) 
u 
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i.e. 
(T,iP) = lim(T, 4> 0 P.,.) .,. 

for all 4> E B(oo) (E). But this is a consequence of the bounded convergence property 
of T, since 4>.,. = 4> 0 P.,. converges to 4> in the space [(00) (E) while remaining bounded 
in B(oo) (E) (This is almost identical to the proof in the case of summabie distributions 
such as in [6]). • 

Proposition 6.10. If S = T * JL then § = Tp. 
We omit the obvious proof. 

7 Construction of Fresnel distributions on conuclear 
sequence spaces 

7.1 Nuclear sequence spaces 

We assume that E is a regular sequence space which is barreled and nuclearB . This 
is equivalent to the following: There exists a set 

Oe IRI 
+ (7.1) 

which is directed : for a, bEO there exists c E 0 with a ~ c, b ~ c, and such that 

1. E is the set of ~ E IRI for which the quantities 

are finite for all a E O. 

Pa(~) = supail~il 
i 

(7.2) 

The space E is equipped with the topology associated with the seminorms Pa, 
a EO. 

2. For every a E 0 there exists bEO such that a/b E fl (I) (we put % = 0 by 
definition) . 

This imp lies that the seminorms 

(7.3) 

with a E 0, form a fundament al system of continuous seminorms: 

(7.4) 

8 As always quasi-complete. The example s EB [1], of the rapidly converging sequences, shows that 
nuclearity does not imply regularity, i.e. the density of the finite sequences. 
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The dual of E is the set of linear forms ç 1-+ .Ei XiÇi such that there exists a E D 
and M ~ 0 with lxi ~ Ma, and we identify it with the corresponding subspace of]R1 : 

E' = {x E ]Rl : :la E D, M ~ 0 : lxii ~ M ai V i E I} 

and pose for x E E' and ç E E: 

(7.5) 

(7.6) 

Equipped with the strong dual topology, E' is a conuclear space ([28] Thm 1, p. 231). 
E is a Fréchet space iff there exists a fundament al sequence of weights w(k) E D, 

kEN, such that 

i. E = s(w) = {ç E ]RI : sUPi wi(k)lçil < +00 V kEN} 

ii. For every kEN there exists i E N such that w(k)fw(i) E i1(1). 

It then follows that 

iii. E' = S'(W) = {x E]RI ::lk E N,M ~ 0: lXii ~ MWi(k) Vi E I}. 

For example if J = Nor Z and wi(k) = (1 + i2)k we obtain the Schwartz space 
s(1) of rapidly decreasing sequences, and the space s' (1) of sequences of polynomial 
growth. 

For those readers not familiar with the theory of nuclear spaces [14] , [28], it will 
for the present purpose be enough to take the conditions 1. and 2. (or i., ii.) above 
as axioms. We shall need no other part of the theory. 

If b = (bi)iEI is a strictly positive sequence the space bE of produets (biçi)iEI, 
ç E E, with the weights afb, a E D, is a nuclear sequence space (path) isomorphic to 
E, and its dual is the space of quotients E' fb. 

For simplicity of the notations in the proofs we shall assume J = N, but this can 
of course be accomplished by ordering the set J. 

7.2 The quadratic form 

The quadratic form we consider is associated to a linear operator K : E --+ E' which 
is assumed to be symmetrie: 

(Kç,1]) = (K1],ç) (7.7) 

Contrary to the case of autocorrelation operators for gaussian measures, we do not 
assume K to be positive. 

The symmetry implies that the bilinear form (ç,1]) 1-+ (Kç,1]) is separately con­
tinuous. If E is a Fréchet space or the strong dual of a Fréchet space (reflexive by the 
nuclearity), or if K is positive, this implies that the form is continuous.9 In general 
we assume it to be continuous. 

9This is a consequence of the uniform boundedness principle, of the theorem of Dieudonné­
Schwartz ([9) p. 96, théorème 9) and of a theorem of Schwartz ([29), Cor. p . 157) respectively. 
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Therefore there exists a weight a E E~, such that 

I(Kç, 1])1 ~ L ailçd L ajl1]jl 
j 

(7.8) 

Let ei be the sequence with zeros except at the ith place where there is a 1. Let 

(7.9) 

Then 

(7.10) 

Without restricting the generality we may and shall assume that ai > 0 for all 
i E I. For if a vanishes on the set Nel, we put J = 1\ N, and replace E by the set 
of restrictions E 1J (isomorphic to the quotient of E, by the space of sequences in E 
that vanish on J) and we replace E' by the subspace JE' of elements supported by J. 
Then if we construct a Fresnel distribution on JE' we will get the distribution to be 
constructed as image under the injection, a path morphism, JE' <-tE'. In particular, 
if J is finite, there is nothing more to prove, and so we assume I = J to be countably 
infinite. 

By the above estimate it follows that we have, for ç,1] E E: 

(Kç,1]) = L Kijçi''lj 
i,j 

the sum being absolutely convergentlO 

If a/b E Rl, we have 

L IKij llçdl1]jl < +00. 
i,j 

Going over to the spaces bE and E' / b we may assume 

liKlil = LIKij l < +00 
i,j 

This implies that the matrix defines a trace class operator in 12(1) . 11 

(7.11) 

(7.12) 

(7.13) 

(7.14) 

Note that in the new space E' / b one of the weights is the constant sequence 1 E E'. 

IOHere we benefit from the nuclearity. For a Banach space such as Co continuous bilinear forms do 
not have such a simple description. 

llThis is weil known: The rank one operator Kijëi ®ej has trace norm equal to IKijl. Hence the 
operator K = Lij Kijei ® ëj is of trace class with trace norm at most equal to IIKllll(I x I) 
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7.3 Infinite dimensional Mollifiers 

Define probability measures on ]R 

e- jxj /'" 
M",=~dx, a>O 

and if a = (ai)iEI is strictly positive, let 

M= 0 M"", 
iEl 

be the infinite product measure. 
Note that 

so that 

We shall also make use of the measure 

where 

1/ = 0 I/i 
iEl 

We denote finite tensor products as 

We also note 

so that 

the Dirac measure in ]Rn. 

M(n) - 0 M . 
- i=l (ti' 

I/(n) = 0 I/i 
i=l 
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(7.15) 

(7.16) 

(7.17) 

(7.18) 

(7.19) 

(7.20) 

(7.21) 

(7.22) 

(7.23) 

We denote K(n) the matrix obtained by restricting the matrix K to {I, . .. , n}2 , 
and we denote (K(n)~,~) the corresponding quadratic form on ]Rn. 
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From the finite dimensional theory we know that the function ç ~ ei (K(n)Cf.)/2 

being in the space OM of multipliers, there exists a summable distribution F(n) on 
IRn such that 

(7.24) 

Also, we know from Theorem 5.1 that, if K(n) is non-degenerate, the rank of F(n) is 
two. This imp lies that 

/-L(n) = M(n) * F(n) (7.25) 

is a bounded measure. But it is a consequence of (7.38) and of the representation 
(7.33) that, for arbitrary symmetrie K(n), /-Ln is a bounded measure, and consequently 
F(n) has rank ~ 2. 

Moreover , we have 

(7.26) 

The measures M(n) and the distributions F(n) form a projective system, as do con­
sequently, the measures /-L(n). We shall prove that with the appropriate choice of the 
On we have, the norms denoting the total variation, 

sup !!/-L(n)!! < +00. (7.27) 
n 

The measures Ma can be written as a superposition of gaussian measures 

_e-1xl/a = _ e-s/2a2 e ds 1 1 

1
+00 -x2/2s 

20 202 0 J27fs 
(7.28) 

or briefly 

_ -s//3 11+00 
Ma - fj 0 e Gsds, (7.29) 

as is easily seen by taking Fourier transforms. 
Taking direct produets it follows that: 

M(n) = . .. 1
+00 1+00 e-St!/31 

o 0 PI 
(7.30) 

(7.31) 

s(n) being the diagonal matrix with (SI, ... ,Sn) on the diagonal. 
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We can now write f.L(n) as a superposition of Gauss-Fresnel distributions 

G(n) F(n) - G(n) G(n) - G(n) 
S * K - S * iK - S+iK (7.32) 

(7.33) 

or briefly 

(7.34) 

This imp lies the following inequality for the variation measures: 

(7.35) 

7.4 Estimates of determinants 

In this section A, K, S, without superscripts, denote n x nmatrices, S diagonal 
with strictly positive diagonal (Sl, ... , sn). If A is a symmetrie matrix with positive 
definite real part it follows that A is invertible ([17] §3.4) and that A -1 also has 
positive definite real part12 . Let GA be the distribution such that 

i.e. 

GA = 1 e-(A-
1 x,x)/2dx 

(2n)n/2Jdet(A) 

where Jdet(A) > 0 if A is real ( cf. [17] §3.4 ). 
Then 

and 

1 det(A)1 
det(Re (A)) 

(7.36) 

(7.37) 

(7.38) 

(7.39) 

Applying this to A = S + iK, with S diagonal, strictly positive, and K real, we 
obtain 

I det(S + iK)1 
detS 

(7.40) 

12GA being the inverse Fourier transform of e-(A{ ,{)/2 this is a consequence of the Riemann­
Lebesgue lemma. 



258 THOMAS 

or more conveniently: 

IIGs+iKII = vii det(I + iS- 1 K)I = VI det(I + iS-! KS-!)I (7.41) 

To estimate this we use Hadamard's inequality: 

n 

I det(A)1 :::; rr Li (7.42) 
i=l 

where Li = /E7=1 IAijl2 is the length of the i th row. 

In the case A = 1+ iS- 1 K 

n k 2 
2 1 L 2 i L · = 1 + - k· · = 1 + -2 
t s2 tJ S. 

t j=l • 

(7.43) 

nrkf 
I det(I + iS-

1 K)I :::; g Vi + st (7.44) 

k i being the length of the i th row of the matrix K. 
We make use of the following estimate 

11+00 1 1 2 - e- S //3(1 + -)4ds ~ 1 +-
f3 0 S2" f3 (7.45) 

The integral equals: 

(7.46) 

where 

1

+00 1 1 

k = (1 + 2") 4 - 1 ds 
o s 

(7.47) 

1

1 (s2+1)t 1+0011 1 1 
:::; - lds + - 2"ds < 2 24 - 1 + - < 2. 

o..;s 1 4s 4 
(7.48) 

Now if we apply this to the the matrices K(n) and s(n) we obtain: 

(7.49) 



PATH DISTRIBUTlONS ON SEQUENCE SPACES 259 

if 

n k
i L a. ~M. 

i=l IJ. 

(7.50) 

Since we have ki ~ LIKijl it follows that L i ki ~ Li,j IKij l and the required uniform 
J 

estimate for 1IJ.l(n) 11 holds provided (3 is bounded away from zero. 
Thus, under the condition IIKII! < +00 and (3i ~ c> 0 we have 

sup 11J.l(n) 11 ~ e211Klh /c < +00, (7.51) 
n 

which implies the existence of the projective limit 

J.l=~nJ.ln (7.52) 

on the space m.I ([32]). 

7.5 St rong concentration 

Let X and Y be topological Hausdorff spaces such that X is included in Y with 
continuous inclusion. 

(7.53) 

Denote JC(X) the set of compact subsets of X. 
A bounded positive Radon measure J.l on Y will be said to be strongly eoneentrated 

on X if it is the image of a bounded Radon measure v under the injection i. 
In practice this means J.l can be regarded as a measure on X, or more accurately, 

may be replaced by v, forgetting Y. 

Proposition 7.1. 

1. Let J.l be a positive bounded Radon measure on Y. Then J.l is strongly eoneen­
trated on X iff 

sup J.l(K) = J.l(Y) 
KEIC(X) 

(7.54) 

2. Let J.ll and J.l2 be bounded positive Radon measures on Y, su eh that J.ll ~ J.l2· 
Then ij J.l2 is strongly eoneentrated on X, so is J.ll. 

Proof. 1. is a particular case of a theorem of Schwartz ([28], Thm. 11, p . 37), but 
can also be proved easily by use of Choquet's representation theorem characterizing 
Radon measures on X as set functions on JC(X). 2. Is an obvious consequence of 1. 

• 
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Remark 7.2. Strong concentration of J.L on X implies that J.L is concentrated on X (Le. 
X is J.L measurable and J.L(Y \ X) = 0, but the converse of this is in general false. 

If X is a Suslin space st rong concentration is equivalent to concentration ([28], p. 
107 Lemma 16, p. 122 Thm. 10). This allows a shortcut in our proof if E is a Fréchet 
space (necessarily separable) or the strong dual of a Fréchet space, in which case E' 
is a Suslin space ([28], p. 112 Thm. 7). 

Proposition 7.3. Let E and F be locally convex hausdorff spaces, such that F y E 
with continuous and dense inclusion, and consequently 

ElyF' (7.55) 

the dual spaces being equipped with their strong dual topologies. Assume E to be a 
barreled nuclear space. Let J.L be a positive bounded Radon measure on F ' . Then J.L 
is strongly concentrated on E' iff its Fourier transform P is continuous on F with 
respect to the topology induced by E. 

Proof. The condition is obviously necessary. It is sufficient because P is then uni­
formly continuous on F with respect to the induced topology, and so extends to a 
continuous function on E, which again is positive definite. Therefore the statement 
is an immediate consequence of Minlos' theorem ([2], eh. IX, §6 no. 10). • 

7.6 Construction of auxiliary measures 

In the case of a finite dimensional Gauss-Fresnel distribution GA, having the sym­
metrie autocorrelation matrix A with Re (A) positive definite, the variation measure 
has the following expression 

(7.56) 

where B-1 = Re (A- 1 ). If A = S + iK with S a strictly positive diagonal matrix and 
K real, B = B(S) turns out to be 

B(S) = S + K S-1 K (7.57) 

as is seen by writing (S + iK)(B- 1 + iT) = I, with T real, identifying real and 
imaginary parts and eliminating T. With this abbreviation we therefore have 

(7.58) 

We shall construct similar measures in the infinite dimensional case, and arrange 
that for v a.a. S they are strongly concentrated on the space E'. 

Lemma 7.4. Let a = (ai) E E' be strictly positive. Then the quadratic form 
ç f-+ (Sç, ç) is continuous on E for v-almost all S = (Si)' Moreover, for every é > 0, 
there is a set Ac such that v(A~) ~ é and such that the set of maps ç f-+ (Sç, ç) with 
S E Ac, is equicontinuous. 
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Proof. We know that the continuity on E of the form ç H Li Sia is equivalent to 
having an estimate 

(7.59) 

for some weight a E E~, or equivalently 

(7.60) 

for some a E E~. Let a be such that Ct/a E el (1). Since f3i = 2Ct7 we have 

I s 13· L a~l/(ds) = cL ai < +00 , , 
(7.61) 

Therefore we have 

"S ~ ~ < +00 1/ a.a S 
i ai 

(7.62) 

A fortiori Si = O(a7) for v a.a. S. • 
Let Aé = {s E (0, +00)1 : L i ;; ~ M}. Then , 

l/(A~ ) ~ ~ I L ;~ l/(ds) ~ é 
, 

(7.63) 

if M is chosen large enough. For 5 E Aé we have 

(7.64) 

and so 

(7.65) 

RecaIl that if T is an operator in a Hilbert space H, the determinant det(I + T) 
is weIl defined if T is trace class, and the map T H det(I + T) is continuous on the 
Banach space Ll (H) of trace class operators ([23], eh XIII). 

Lemma 7.5. IJ f3i ~ C > 0 is bounded away from 0 we have 

Proof. We have 

" IKii I < +00 1/ a.a.S 
~ rs: rs; .. V"'V~} ',} 

(7.66) 
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and the integrand is finite almost everywhere. • 
Note that sin ce the map (Kij ) t-+ K from fl(I x I) to .cl (f2(I)) is continuous, the 

infinite dimensional determinant 

(7.68) 

is the limit of finite dimensional determinants obtained by restriction to {I , ... ,n}2. 
We use, without explicit mention, the following fact: If (Aij kjEN is a matrix whose 

support is {I , ... , n F, and A(n) is its restriction to {I , . . . ,n}2 we have det(I + A) = 
det(I(n) +A(n)), the operators I +A and I(n) +A(n) having the same eigenvalues and 
multiplicities, except for I ([23) XIII.106) . 

The density in fl (I X I) of the matrices with finite support also shows that for 
every S for which S-!KS-! is trace class, S-lK is also trace class and 

(7.69) 

It follows that the square roots of the finite dimensional determinants, and the infinite 
dimensional determinant , are in absolute value majorized by the function F, integrable 
with respect to v, 

F(S) = ft ( I + :~) ~ 
i=l • 

where kT = Lj IKij12 . This will allow us to use Lebesgue's theorem later on. 

Lemma 7.6. Let a be strictly positive and such that Li ;. < +00. Then 

(7.70) 

a. The matrix H(S) = KS- l K is well defined (absolutely convergent) and belongs 
to fl(I x I) for v a.a. S. 

b. The quadratic form ç t-+ (H(S)ç,ç) is continuous on E for v a.a. S. 

c. Moreover, for every é > 0, there is a set B é such that v(B~) ::;; é and such that 
the set of maps ç t-+ (H(S)ç,ç) with S E Bé' is equicontinuous. 

Proof. a. The matrix coefficients of H(S) are Hjf.(S) = Li tKijKii. We prove that 
th is sum converges absolutely for valmost all S , and that H(S) belongs to fl(I x I) 
for valmost all S. 

L IHi,j (S)1 ::;; L: IKijllKill = L : . LIKijl L I Kil I ::;; IIKII~ L: (7.71) 
j,l i,j,l • i • j i i • 

so it is sufficient to prove that this last sum converges almost everywhere. We have 

! I 1+00 
e- s

;//3. dS i If 
L J7: v (ds) = L J7: R. = L R. < +00. 

i V S. i 0 V S. IJ. i IJ. 

(7.72) 
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(7.73) 

v-almost everywhere. A fortiori the expres sion (7.71) is finite for v-almost all S. 
b. This assertion is now trivially satisfied. Since 1 is one of the weights, the 

expres sion lIçlloo = SUPi IÇil is a continuous seminorm on E, and 

I(H(s)ç, ç)1 :::; IIH(S)lhllçll~ (7.74) 

c. Let CM = {S E (0, +oo)N : Ei ,k :::; v'M}. Then v(Cn = O( 11) :::; é for M 

large enough. Now let Br;: = {S E (0, +oo)N : Ei t :::; M} . Then Cr;: C Br;: and so 
v(B~ ) :::; é . For SE Br;: we have IIH(S)lIl :::; MIIKlli, which implies the equicontinuity . 

• 
Now choose a = (ai) E g so that Ei ;; < +00. This is possible because 1 E E' 

is a weight. 
Then a and f3 = 2a2 are bounded away from zero and satisfy the assumptions of 

the previous lemmas. Thus for almost all S the non-negative form 

ç r--+ (B(S)ç, ç) = (Sç, ç) + (S-l Kç, Kç) (7.75) 

is continuous on E . By Minlos' theorem there then exists a Gaussian measure GB(S) 

on E' such that 

(7.76) 

Also for almost all S we know that det(I +iS-~ KS-!) exists. Therefore, for v-almost 
all S we can define the measure13 

(7.77) 

For the moment we regard this as a measure on ~l. We shall prove that 

(7.78) 

To prove the above inequality it will be sufficient to prove, for every continuous 
function cp on ~I depending on only a finite number of coordinates, and bounded (by 
1 for definiteness) that 

(7.79) 

13Despite this notation we do not claim to have defined a measure GS+iK 
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Now we know that 

(7.80) 

the measure v(n) being the image of v under the projection S I-t s(n), and it is 
sufficient to justify passing to the limit. For those S such that the expressions (7.62) 
and (7.71) are finite, and so for v-almost all S, we have, by the absolute convergence, 

00 00
1

00 00 

(B(S)~,~) = L Si~; + L -; L Kij~j L Kil~l 
i=1 i=1 t j=1 l=1 

nnI n n 
= lim LSi~; + L - LKij~j LKil~l = lim (B(s(n»)~,~) 

n-too i=1 i=1 Si j=1 l=1 n-too 

(7.81) 

Therefore, by the Levy convergence theorem (in finite dimensions), it follows that 

(7.82) 

We also know that for v-almost all S 

det(I +iS-~KS-~) = lim det(I(n) +is(n)-~K(n)s(n)-~) (7.83) 
n-too 

the matrix s(n)-~ K(n) s(n)-! being the re strict ion of S-! KS-~ to {I, ... , n}2. Thus 
we have 

(7.84) 

for v-almost all S. Since 

(7.85) 

we may pass to the limit under the integral sign, and conclude 

(7.86) 

By standard approximation techniques from measure theory one can now justify this 
for bounded continuous or Borel functions, and conclude as to (7.78). 

Next we wish to prove that the measure J IGS+iKlv(dS) is strongly concentrated 
on E'. lts characteristic function, defined on !R(I) , is 

= lim r e-(B(S)U.)/2VI det(I + iS-~KS-~)lv(dS) 
D JD 

(7.87) 

(7.88) 
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where D is a set such that the functions ~ f-t e-(B(S)ç,ç) are, for S E D, equicontinuous 
with respect to the topology induced on ~(I) by E. Since the integrals converge 
uniformly with respect to ~, th is proves the continuity of the characteristic function 
with respect to this induced topology, and so, by Minlos' theorem, the fact that 
f IGS+iKlv(dS) and a fortiori l{ll, is strongly concentrated on E' . 

This essentially ends the proof of the main theorem in the next section. 

8 Main theorem 

We summarize the argument: 

By a diagonal transformation, which leaves invariant the path structure, we ac­
complish that the matrix K belongs to l1(l x l). We choose a positive sequence 
0: E E' such that I:i ~i < +00 and we construct a bounded measure {l on E'. Let 
D = D(-o:)D(o:) so that 

(8.1) 

is a multiplicative analogue of a Laplacian, and define F = D{l. This is functional 
defined on the space 8(2) (E) of functions having bounded path derivatives of rank 
2. By (7.26) the projection of F onto ~n is the Fresnel distribution with Fourier 
transform (7.24). The finite sequences being strongly (even sequentially) dense in E, 
it follows that F(~) = ei (Kç,ç)/2. This uniquely determines F (but not of course {l or 
D). Thus we obtain our main result, in which we denote FK = F and FK(ey) as an 
integral: 

Theorem 8.1. Let E be a complete nuclear sequence space14 , and let E' be its dual 
sequence spa ce, equipped with the strong dual topology. Let ~ f-t (K~,~) be a continu­
ous quadratic form on E. Then there exists a unique path distribution FK on E' such 
that 

Moreover FK = D{l is a derivative of rank 2 of a bounded Radon measure. 

Given the previous arguments, it is sufficient to note that a diagonal transfor­
mation u : x f-t xjb leaves invariant the path structure and, by the chain rule 
D(h)(<P 0 u)(x) = (D(uh)<P)(UX), the form of the representation D{l. 

14 As always assumed barreled and regular. 
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Corollary 8.2. 11 (Kf" f,) ~ 0 lor all f, E E, there exists lor all .x E re with Re (.~) ~ 0 
a unique path distribution F>. on E' such that 

(8.2) 

Prool If.x = a - ifJ, with a, fJ E IR it suffices to take F>. = F {3 K * GaK (cf. 6.7) .• 

Example 8.3. Let I = Z or N (Kf" f,) = LiEf uif,t!2. Then the product Fresnel 
distribution FK exists on s'(1) (resp. s(1)) iff (Ui) iEf E s'(1) (resp. s(1)). 

Example 8.4. Let 1= Z+, K i, j = min(i,j). Then the quadratic form 

(Kf" f,) = L Ki,jf,if,j 
i~O ,j ~O 

(8.3) 

is continuous on the space s(Z+). Thus there exists a unique summabie distribu­
tion FK on the space s'(Z+) of sequences of polynomial growth such that &(f,) = 
ei (KU. }/ 2. 

Given the analogy with the Feynman integral one would expect FK to be (strongly) 
concentrated on a much smaller space, but this will have to be left to another occasion. 
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