Mathematics. — “Weights of the most probable values of the Unknowns
in the case of Direct Conditioned Observations”. By Prof.
M. J. vaN UVEN. (Communicated by Prof. JAN DE VRIES).

(Communicated at the meeting of October 30, 1926).

In adjusting direct conditioned observations, the reliableness of the
“solutions”, i.e. of the values obtained by adjustment, is indicated by
their weights.

In the following paper we propose deriving for these weights an
expression which gives them in a closed form as a function of the data,
and which moreover holds good under an arbitrary number of conditions.

The quantities observed (m in number) will be designated by x,y,z,...;
the observed values may be &, 2,¢, ..., resp., their weights g..g,. g ...

For simplification’s sake we will assume that these m quantities
X, y,2,... must satisfy a priori 4 linear conditions:

agx+Bytyz+...=x% j=12,...u4, u<m . . (1)
We form the differences
= &+pntylt+..)=%—[gél=V;,, j=12,...u (2

where [ ] denotes a summation over the variables x, 4,2z, .... Let
XY, Z,... be m provisionally assumed comparative values for x,y,z, ...,
which, by agreement, satisfy the u conditions, so that

[0 X]=%; j=12,...4,
Then, by forming the differences

¢—X=v,, n—Y=v,, {—Z=v,,... . . . (3

we have, according to (2):
[aj vi] =—V; J=L2,...p . . . . . (4
We next consider those comparative values X, Y, Z,... as the most
probable values for x,y,z, ..., for which [g; v, v.] takes the least value

allowed by the conditions.
Then the equation [g; v. dv.]—=0 must be dependent on the u equations
[a; dv] =0 (j=1,...u), whence

(g, v=dvi] = 5‘111- [a; dv.];
J=

here the Z; are multiplicators to be determined; the summation sign 5
is used here (and will be used also in future) to designate a summation
over the # conditions. Thus the sum 3 runs always from 1 to u.
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Now we have, as a consequence of the above identity:
giv==24a, gv=234p, g,v:=24y,...m equations (5)

and the u equations already found:

[aj vi]=—V; Fe=sosh o « & « = « )
hence altogether m - u equations to determine the m 4 u unknowns
Vo Ugo Vzs oo Ay Agy o Au

The usual solution runs as follows:
From (4) and (5) we derive the u equations:

Elj[ajak]:—vk. k=1l,...

J=1 gz
or, putting for the sake of abbreviation:
[ e :| = Sjks (Sjk = Skj) & B & & 6 (6)
g5
"
Z sy =—~—Vs, k=1 ceehs 5 s « s » (1)

i=1

These p equations determine the u multiplicators ;.
Denoting the solution of these equations by 4;, and representing the

values of v, vy, v., ..., corresponding with them, according to (5), by
Uy, iy, U, ..., we have:
1 - 1 =< 1 -
Ux — Zajlj. u, — Zﬁj}»j. u. — Z}’jlj,... . (8)
3 g. gz
the most probable values of x,y, z, ... being
x=f—u,, y=n—u,, z=t—t, .. . . . 9)

and [g; u. u.] being the least value which [g; v, v.] may assume, so far
as the conditions allow. ,
The mean (true) error ¢ of the unity of weight follows from

UZZM........OO)
u

The sum [g; u. u,] may also be expressed directly into the data:

— akl_k ajij _a,,a_,-———
U | =2 2| g . : =33 =L 1l |=
[g;l!ll] = j{g; g: £ i g: k A

s s

:22[“"“" }TJ,:EZsJJj
ko j g ko j

(see (8) and (6)), or, since %, being the solution of (7), satisfies
2." Skaj —— V&,

[g: u,u,]:—%‘kak.
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S11s S120 4« Sip \

“'by S, and the

Representing the determinant |s ;| =
| Stpr S2us o o« Sup

minor (algebraic complement) of the element sy by S (whence S =
= Zs5uSik, 0= Zsx S (I F k)), we have
J J

B — 23S V;
e = J ,
S
hence .
.V
SISV, Vi e
[g;u,,ux]:" J S ——:—§ St oo Sup Vil
Vi,...V., 0
or, putting for the sake of abbreviation:
Strre e e Siey q -
i i H ik qj
St s e oo Sups Qu|= S (11)
Pi r
Pr +veoPu ,» T
l Sjk, Vj
Ut | —— —= 12
[gE ] SjIVk. 0 ( )

The uncertainty of the “solutions” x, y, z, ... (see (9)) depends, in the
last instance, on the uncertainty of the observed values &. 7, ¢, ... .;

these latter have the weights ge g gz - ... thus the mean errors:
g o o
Oy — —— Or — —5— 0, — —F—
E ’ 4 ’ 2 e
‘/gé’ l/g'f, gx

If we imagine that, in eventually repeating the series of observations,
the observed values &. 7, {,.., undergo the variations A&, Ay, AL, ...
respectively, then the mean square of /Af (represented by /A&?)is nothing
else than the square of the mean error of &, etc., in other words:

2 2 2
rAe=2 Np=2" Ae=2.... . . . (13

g: g. gz
the mutual independency of the observed values & 7, £, ... having

as a consequence that the mean products, two by two, of the variations

A&, Ay, AL, ... are zero, so that

ANENn=0, ANE.ANL=0,....An.ANl=0cetc. . . (14

In consequence of the variations A& An, AL, ..., the V; undergo
(according to (2)) the variations

AVi=—[g; Aél=— (0 As+ B An+y ALH+..)
The variations Al of A, deriving from these AV, satisfy (see (7))
s A =—AVi. k=liuom + - - « {15)
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Further, from
=t sah=t-F . ... ®0
s
follows
a;

zg Ni,=0AN—Ax. . . . . . . (16)

We now multiply the u equations (15) and the equation (16) by A\&.
Then, taking the mean value, we obtain (by (13) and (14))

IZsk,-m,- ANE=— AV Ne=+ (e N+ B NE A+ NENE+..)

_ % 5 _
= =0 k=1 ...p
gs
a; . Ay LA -
SLAL.ANEE=NE—NAx . NéE=——NAx.NE.
g g
By eliminating the u variables AZ;. A¢ from these u + 1 equations
and using the notation (11), we arrive at

aj 2
Skj» é—d
§
2 e =0
G, T _Ax. NE
ge g:
or
|
a
Skj. gjfoz Sk 0 !
, — - 7 =0,
4, % S Ax. Ak
g:  9; gz |
or
‘s (o7
2 | Sk o7 S
g % _s.Ax. AE=0,
gi i(lj i 1
whence
\s ap |
ke — |
— 1 2 5
Ax.Ae=L 2 % up
S g;‘ 1a. 1 |
| M |

In the same manner we obtain, by multiplying the u equations (15)
and the equation (16) by Ay, and then taking the mean,

Zs; D Ay=—AVi An=—+(a Ay N+ AP +ye Ay . AL+..)

=Pk 52 k=1,...u
g.
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From these © -+ 1 equations we derive by eliminating the u variables

AVISWAVE

Skj, ﬁk—az
g. —0
4 O—KTZ’A;;’
ge
or
Skjy g—f 2 | Skj 0 0
%0 Y Ax Ay
| 9 H
or
|
2 | e gﬂ—k‘ —
2 “ I —S.AxAn=0,
gs a; 0
whence ’
= 1 d? e gk—
Ax. 7]:§—. K ¥ . . . - (18)
gi aj 3 0
Likewise we find
Yk
Skj»
S 2 L
x.AC:%.G—. & (18 bis)
g%’ aj s 0

etc.
We next multiply (15) by Ax and take the mean; so we obtain
(replacing the index k by i):

sy . Ax=—AV, Ax=+(a Ax.Ne+p Ax.An+

+y Ax. ANt+..)i=1...n
or, on account (17), (18), (18 bis) etc.

|
_ 1 02 S skj'ﬂi Skj gk skjr? )
ZsijAlj‘szg-—_ a; : ‘f"ﬂx ! +: T S
g gs ( a , 1| a , 0 a , 0
Skj » el e JSkj y Ski
_1 12 9s ——l -‘Lz i=1 n
S g: a; , a; | S § a; a;

or
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St1s e o9 Slis e s S1u » S1i
PN il =0 i
ZS,-_,- i x—§ ) s#,“”'sl“.“,,'sw‘,s#i:0 l:l....,u

J 3
Ay, e, @i oo,y , Q;

The determinant |s;;| =S of the u homogeneous equations
Z‘SUA/L-.A}:O i=1,...u
j

which we obtain in this way, being different from zero, we have
separately

Pdy o N 2=0, j=lL...w . . . . . . (19

Multiplying at last the equation (16) by Ax and then taking the
mean, we find

Au,,.A}:z;—fmj.A;:Af.A;—A?
£

thus, by (19),

Au, . Nx=NE.Nx—NAX=0 . . . . . (20)
or, on account of (17),
.
o M
?:Af.Ax:—}g.o % | (21)
95 14 1
J

~ Now, Ax’ being nothing but the square of the mean error o of
x, we have
Skj . %
ki o
1 o ¢
2 5
a;_—s.gg. | N .5])

(Ij .

We shall moreover put this latter determinant into another form. In

ls”,...,s,'j,...,sl,‘, ay gy
ak : : o
Skj o+ —— Skly e es Skjrove» Skur Akt gs
g: |_|: 2 i g )
@ . 1 Suls o v oy Sujy oo Sup, AL iy
(2 S TP Aj, 000, Ay, 1

jth
j " aj ” ” ” ”

"

A
th

w U " a, ’ " »" ”

Then we retain for the element of the j® column and the kt* row:
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sk~—ajak: a a; __akaj___ﬂkﬂj_Jr_VkJ’j +...=a, . (23
R g: g: g, 9: !

the j* element of the last row becoming zero (j=1, ... u). Representing
the determinant |ax | by A, we obtain

s = a .
kj » T kj »
g g:
= ) _.akj|~A
a , 1 0.1
So we find
LA
* S :
and for the weight g of x:
S
9.—24 9%

Putting in a similar manner:

B B Px :[ak“j]_ﬁkﬁf — % Y _}_}f’f’i"_._}_“.:bkj . (23 bis)

g g: g g; g:
Skj—lj“y_k: ok O 1} < =cx; - (23 ter)
g: g: g:
etc.,

and further:
|bii| =B , || =C, etc.,

we arrive at last at:

A o? B ¢ C o?
2 72— P
a:_S'g; , 07—S'g,,‘ , o?_S°g; , etc., . . (24
or
S S S
g}_X'QE s g;—F.g,‘ , g?——é.g; ,etc. . . . (25

Thus we have expressed the weights of the solutions in a closed
form into the data g;, g,. g5 ... @, B, v,... G=1.... 1)
If there is given, in particular, but one condition

ax+py+yz+...=x

so that u =1, then we have

thus
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ﬂﬂ+77+_” +77_|_
& 2__02 g, g'; 2_02 g, 2 ¢
_.—g,.aa /S/j vy ’ 0;——9 .aa ﬂﬁ vy ,0? —‘...C.C.
e s P i e T (24bis)

g: 9. 9 g: 9. 9:

The determinants S, A, B, C,... may yet be put into another form.

Of the m variables x,y,z,..., represented by g.g,g,... and by
a, B, v,... we consider the combinations 4 by u. Be x,z,...¢
(g: gz - g:3 @, ... 0) such a combination.

Then we may form determinants such as

(11.;’1....31
A(x.z,-..t): (?2,?2,...62
O & Vs v G

According to the theory of determinants, we may write S as follows:

_ 2
S:|skj|:\[,ﬂ]'zzwﬂ. @)
g 9: 9 9-
|
where the sum X runs over all the C, (m):—L combinations
ul (m—p)!

u by u of the m elements x,y,z,....
In the same manner we may also reduce the determinant A.
Here all the m elements x, y, z, ... appear, except the element x. With

these m—1 elements y,z,... we can build determinants of the form:
/?1 s Vi ovees Oy
Dalygzo . cal)=] ¢ (28)
Bus Puseo. O

wherin the elements a; are always missing.
So we have

A= Tara; | akg _ s, N2y, z, ... 0 9
’ g: g: g, gz ge
_ _ (m=1)!
where the sum X, extends over all the C. (m—1) = T e TF
ul(m—u—1)!
combinations x4 by u of the m—1 elements y, z,... (x absent).
Similarly :

B=|by|=2= By (————Q (29 bis)

A A
C=|itiy| = 2 A:(L—t) .« . . (29ter)

9: -G, ----g-

etc.
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So the determinants S, A, B, C,... are written as sums of positive
terms. The terms of the sum A also appear in the .sum S, which
contains besides those terms depending upon the element x (g;, ). Thus

the value A is certainly less than that of S. Likewise B, C,... are
altogether less than S.
. A B C .

The fractions S g are therefore altogether less than unity, so
that the mean errors o, o, 07, ... of the solutions are less than the
mean errors of the respective observations, viz:

o g o [
0, — = 0., — T e e e
$ R rUe "
Vg, g, Vg,

thus:

o;: <0, 0-<0,, 0;<0;, . . . . . (30

If all the terms of the sum S (27) are nearly equal, then the sums
A and S are almost proportional to the numbers of their terms, thus
as C.(m—1) to C.(m), that is: as m—u to m. In this case the mean

Jon—
ot
] m

errors of the solutions are about times as large as the mean

errors of the corresponding observations. The larger u is in comparison
to m, the more the solution surpasses the observation in accuracy.






