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Our thanks are due to Mr. H . BRINI<MAN for discussions on the subject. 
and to Mr. G. G. ZAAL BERG for assistance in carrying out the experimentaI 
work. One of us (G. O . L.) is indebted to the Royal Commission for the 
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Hydrodynamies. - On the application of statistical mechanics to the 
theory of turbulent {luid motion. V . I) By J. M. BURGERS. 

(Mededeeling N°. 26 uit het Laboratorium voor Aero- en 
Hydrodynamica der Technische Hoogeschool te Delft) . 

(Communicated at the meeting of April 29. 1933) . 

4. Application of the normal functions obtained from equation (I9) to 
the reduction of the exponent occurring in the distribution function (12) . 

We proceed with the investigation of the statistical distrihution of the 
relative motion and shall introduce the development of the stream function 
11' of an arbitrary mode of relative motion (which satisfies the boundary 
conditions) according to the system of normal functions deduced from 
eg. (19) . 

1 t must be horne in mind that with the normalizing condition.s assumed 
in § 3 the characteristic values of the parameter A all will be positive, 
provided that a is positive. It is convenient to ad here to the restriction 
of a to positive values, and to the type of functions obtained in § 3, 
but in the development of the stream function also terms will occur in 
which the sign of a is reversed (that is to say terms representing functions 
which are the symmetrical on es - with respect to the line x = 0 - of 
those obtained before). As moreover both types of terms may have 
atbitrary phases with respect to x, we must expect that any stream 
function 11' will be built up from an aggregate of terms of the form: 

a (;0 cos ax + Xli sin ax) + b (- XI sin ax + XII cos ax) + ~ 
+ C (XI cos ax - XII sin ax) + d (XI sin ax + XII cos ax) ~ 

(25) 

It is convenient to introduce complex guantities, and so we assume 
that the stream function 1jJm of the mode of relative motion numbered 
m can be represented by the expression : 

11'm = tI! e-i" x (AXk Xa.k + B a.k Xa.k) + ei a.x (Aa.k X"k + B«k X"k) I (26) 
" k 

where A "k = A !k + i A!~. A"k = A!k - i A!~ , etc. Any mode of relative 
motion is now specified by the va lues of the A's and B's, and in cal
culating statistical mean values the summation with respect to the number 
m (i.e . the summation over the "~-space") can be replaced by an in te-

I) Part IV has appeared in these Proceedings. 36. p. 276. 1933. 
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gration over all the A's and B's I). - In formula (26) the Dormal func
tions have been denoted by Xak. etc. in order to mark their dependence 
upon the parameter a; Iikewise we write Aak for the characteristic num
bers corresponding to a given value of a . The summation with respect 
to a properly speaking must be replaced by an integration; for simpli 
city of writing we provisionally keep to the notation used above. 

f'rom (26) we deduce: 

- u ' Vi =! ~ a [(Aak A al - B ak B al) (x'ak ;1 - l ak la l) + ~ . (27) 

+ A ak B"I (x'ak Xal - lak l al) - A ak Bal C~/ak lal - lak X'al)] ~ 

B- ( " 2 " 2 + Aak a l Xak - a Xak) (Xal - a l al) + (28) 

from which the following expressions for the integrals are obtained : 

J - dJ.. 1 - -
- dy u' v' dy = 2R !i a 3 (Aak A ak - B ak B"k) . (29) 

j 'dy z = t I a 3 Aak (Aak A ak + B ak B ak) . 
ak 

(30) 

Here use is made of equations (21) - (24) and of two other orthogo
nality relations : 

j' dJ.. ( I ' ) dy d X k XI - Xk X I = O. 
• y 

which latter (together with the equations obtained by 
X into its conjugate complex) are valid for all values 
case k = 1 included. 

(31 ) 

(32) 

changing every 
of k and I, the 

Consequently the exponent occurring in the distribution function (12) 
assumes the form: 

The distribution function can have a meaning only if it remains finite 

I) As the Aak are complex quantities the integration with respect to Aak in reality stands 

for an integration with respect to the two rea l variables A~k and A~~ . A similar remark 

applies to the Bak. 
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for all values (6nite or infinite) of the variables. This requires that all 
characteristic numbers A ak shall be greater than unity, and th us imposes 
a certain condition on the function l . IE the condition is ful61led we can 

calculate the statistical mean value 7 of any quantity f depending on the 
A' s and B's, by means of the form uia : 

(34) 

where - as mentioned before - the summation with respect to m can 
be replaced by an integration over all the A's and B's. 

5. Introductian of a special fun ctian À. 

In the theories deve10ped by PRAN DTL and by VON KARMAN much 
attention is given to considerations of similarity, and one of the ques
tions which have arisen in this connection is , whether in some region in 
the neighbourhood of the wall the rela tive motions for various distances 
from the wall may be considered as similar, the scale being proportional 
to the distance. It seems possible to introduce an analogous consideration 
into the problem we are treating here, and it may be asked wh ether 
there may exist a certain similarity amongst the normal functions Xak. 
As the scale in the direction of the coordinate x is determined by the 
parameter a, it may be asked iE. for any given value of the number k. 
the functions Xak might be functions of a single variabie ~ = a (y + i ) 
(in the following lines we shall write 17 in stead of y + t for the dis
tance from the wall at y = - i ). As the presence of the other wall at 
y = + t disturbs the similarity, we shall provisionally assume that the 
other wall is situated at a very large distance, so that, if it may happen 
that we find functions Xak which decrease sufficiently fastly for large 
values of ~, the presence of th is second wall may be without appre
ciabie influence upon them. 

If we consider X as a function of ~ , the differential equation (19), af ter 
division by a i, takes the form : 

(35) 

It is easily seen that a and IJ will disappear as separate variables 
form this equation, if we assume that d J.. /d1] is proportional to 1/1]2. It 
is convenient to write : 

(36) 

The constant b must be positive. In fact the expression can be applied 
in the neighbourhood of the wa1l 1] = 0 (y = -~) only, and it is evident 

that the statistical mean value of - u' v' must be positive here. From 
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(12) it will be seen that a positive statistical mean value of this quantity 
is to be expected only if dJ,./dI7 is positive. 

Integrating (36) with respect to 'YJ. we obtain : 

J,. = constant - bi R17 (37) 

This expression. however. will violate the condition J,. = 0 for 'YJ = 0 
(y = - t) we have assumed in § 2. In order to amend this point we 
must assume that for very small values of 'YJ . say for 17 < 15 . the function 
dJ,./dI7 deviates from the course indicated by (36). This assumption. of 
course. is at variance with the similarity hypothesis ; however. if we 
might suppose that the distance 15 is sufficiently smalI. the similarity could 
be preserved approximately for va lues of 1] sufficiently surpassing 15. Such 
a case does not seem improbable; in fact an assumption of the same 
kind must be introduced by PRANDTL. as otherwise it would not be 
possible to understand how the constant a in eq. (**) of § 1 could take 
a definite value. - In order to fix the ideas we might assume f.i. that 
for '7 < 15 the function dJ,./dI7 has the constant value: 

(38) 

For abbreviation we write bA = p. With $ everywhere as the inde~ 
pendent variabIe. and using primes. etc. to denote derivatives with 
respect to ~ . we now arrive at the following differential equations for 
the function X : 

(a) in the domain t < a 15 : 

IV 2 "+ ip '-0 X - X X - (a 15 )2 X - • (39a) 

(b) in the domain t > a 15 : 

V " . (X' X) _ Xl - 2 X + X - I p -ë - 13 - 0 (39b) 

Equation (39a) can be solved by means of functions of the type emç • 

m being one of the four roots of an equation of the fourth degree. 
Hence the general solution for X in the domain ~ < a b is of the form: 

X = 2: E,. em ,.; • (40) 

Equation (39b) can be reduced to a hypergeometric equation. which 
will be investigated in the next §. 

6. Investigation of equation (39b). 
In (39b) we write X = ~ lo. and multiply by ~; this gives: 

(41) 
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This equation can be transformed by LAPLACE' s method, if we put : 

Xo f d; eg w (() . (42) 

( being an auxiliary varia bIe. Then w must satisfy the equation of the 
second order: 

(43) 

while besides it must be ensured that the value of the expression : 

eg (( 2 - 1)2 ( W ; - ~~) • (44) 

shall be the same at both ends of the pa th of integration. 
Equation (43) is a hypergeometric equation, having the singular points 

(all being regular): 

(=-1 with exponents: a l = t(- I-r+is),a2=t(-1 +r-is) 

(=+1 : ,81 =t (-I-r-is),,82=t(-1 +r+is) 

: YI = 3 , Y2=O. 

Here we have written V I + i P = r + i s etc.; p 
quantity, and we take rand s to be positive. 
can be defined by the scheme I) : 

00 

3 

o 

is a rea I and positive 
The function w thus 

In order to obtain an integral for X that does not become infinite for 
infinite va lues of f (which by nature is always rea I and positive), we 
must take the path of integration in such a way that the real part 
of ( is always negative. This brings us to the path ABC DE; this 

E 

oS 
A 

path at the same time ensures that the expression (44) shall vanish at 
both ends. 

I) See f.i. E . T . WHITTAKER and G . N. WATSON. A course of modern analysis 
(Cambridge). § 10.7 and Chap~ XIV. 
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In the vicinity of the point 1; = - 1 two Iinearly independent solutions 
of (43) are given by the following expressions. F being the symbol for 
the hypergeometric series: 

WI = FI F (- 1 - r. - 1 + is. 1 - r + is; t) (45a) 

W2 = F' F (- 1 + r. - 1 - is. 1 + r - is; t) (45b) 

Here t has been written for (1; + 1),/ (1; - 1); the series converge for 
all values of t satisfying I t i :( 1. that is for all va lues of 1; having their 
real part negative or zero. Por I t I < 1 the expression (45a) may be re~ 
placed by : 

WI = F' (1 - tP F (2 - r. 2 + is. 1 - r + is; t) . (45c) 

It is also possible to write down two solutions. valid in the vicinity of 
1:, = ex>; one of them is given by the series: 

Wj = t"l (1 - t)3 F (2 - r. 2 + is. 4; 1 - t) (46a) 

w hile the other is of the form: 

WIl = w[ 19 (1 - t) + Co + Cl (1 - t) + C2 (1 - t)2 + . . .. . (46b) 

These expressions are convergent for 11 - ti < 1. the first one at any 
rate also for I 1 - t I = 1. 

The functions WI' W2 are connected with the functions Wj, WIl by 
linear relations. which will be introduced subsequently. - In the special 
case when r is an integer ;?: 2. the series defined by (45a) and (45c) and 
the one defined by (46a) break off. and reduce to polynomials. The func~ 
ti on WI then is regular at t = 1 (1; = ex» and is equal to Wj multiplied 
by a constant factor. 

Boundary conditions. - If we take W in the form AI WI + A 2 W2. 
we obtain: 

(47) 

There now are altogether six constants in our solution (BI. B2• B3' Bi, 
AI' A 2). which must be determined in such a way th at X = x' = 0 for 
~ = O. whlle X. x'. X". X'II must be continuous at ~ = a b. Consequently 
th ere are also six homogeneous equations of the first degree for the six 
constants. and solutions different from zero can be obtained only if the 
determinant of the system vanishes. We shall not. however. try to develop 
an expression of th is determinant for arbitrary values of b. as th is would 
require the evaluation of complicated integrals etc .. but will turn at on ce 
to the case that b becomes vanishingly smal\. 
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In that case the conditions X = X' = 0 for ~ = 0 can be applied at 
on ce to the expression (47), and lead to the equations : I) 

lirn JdC et; C(A I WI + A 2 W2) = finite 
~= O 

lirn JdC eëÇ (AI W I + A 2 W2) = 0 . 
ç=O 

(48) 

(49) 

In the general case, e not being an integer, WI and W2 assume con~ 

stant values for C = - 00. If these values are denoted by al' 82 respec~ 

tively for the case aeg (C + 1) = - Jr , aeg t = 0, which are the va lues that 
can be assigned to the arguments along the part A B of the path of 
integration, th en for the case aeg (C + I) = + Jr, aeg t = 2n (which takes 
pi ace along the part D E of the path of integration) the limiting values 
become: è 7 i CX

, al' e2:' i cx, a2' Hence it will be seen that the condition (48) 
can be fulfilled only if: 

(50) 

It will appear from the results obtained below that this is also sufficient. 
Investigation of the condition (49). - We begin with the parts of the 

integral relating to A Band DE. which can be combined into the 
expression : 

B 

V:~J'dC e~; [AI WI (l _ e2cr i cx
,) + A 2 W2 (l_e2" icx.)] (51) 

A 

to be taken, as indicated. along A B. 
We now put: 

wl=aw/ + bw/I. w2=cw/+dw/I (52) 

the arguments of C + 1 and of t in the points of AB being as defined 
above. Making C = - 00 (t = 1). and having regard to the expressions 

I) Objections perhaps might be raised against the procedure of applying the conditions 
x (0) = x'(O) = 0 to the expression (47) . as the point " = 0 is a singular point of eq . (39b) . 

The same results. however. can be obtained in the following way : A finite value of " 
is taken, and the equations expressing the continuity of x. x', x". x''' at i = {(f" are written 
out in full. Then the exponential functions occurring in (40) are developed according to 
powers of d; certain comblnations of terms obtained in this way cancel in consequence 
of the relations J; B" = J; m.· B.· = O. which must be fulfilled in order that (40) satisfies the 
conditions at ç = O. Then a comparison is made of the terms of the lowest orders in d' 

on both sides of the equations . If now " . is made to decrease to zero. it is found that 
independently of the va lues of the B,· the system of equations leads to certaln relations 
between AI and A2. viz. to eq . (50). which is equivalent with (48). and to eq. (49) . 

It may be remarked that a lso in the case of a finite value of ,r the system of normal 

functions obtained for the case " .... 0 can be used for the reduction of the integrals 
occurring in the distribution function. though the formulae will differ slightly from those 
deduced in § 4. We hope to co me back to thil point in a future paper. 
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(46a). (46b). we find: al = b Co. a2 = d Co. Hence if the relations (52) are 
substituted into the integral (SI). it is found that the terms depending 
on WIl cancel in consequence of (50). The integral thus contains w[ only. 
and as W[ is of the order '-3 for ,_ 00. it is convergent also wh en ~ 
is replaced by zero. The integral takes the form: 

B 

AI (a - cal/ a2) (1 - e2;rlcx,) j' d' w[ . 

A 

By comparing the va lues of the various solutions for t - 0 and also 
for t = l. we obtain: a - cal / a2 = 1 / FI' wh ere FI has been written 
for F (2 - r. 2 + is. 4; I). We further introduce the expression (46a) for 
W[ into the integral and put : 1= 1- t = -2 / (' -I). so that d'=2dI/I2

• 

In this way the integral to be evaluated becomes: 

I -~ 

2~1 (1 - e2;TiCX,) J' dl (1 - I)cx, 1 F(2 - r, 2 + is, 4; I) (53) 

o 

a being the value of t at the point B. Replacing the factor I before the 
function F by 1 - (l - I). it is required to calculate I) : 

1-~ l-~ I dl (I - I)'" F -.{dI (I - 1)",+1 F. 
o 0 

We begin with the first integral. To abbreviate we write: F= I fh I
h 

• 

Then we make use of the equation 2) : 
1-. 

I ['(a l +l) [,(h+I) I j' 
jh dl (1 - I)'" Th = . ' - - -- dl (1 - I)'" I h

, 
.. [(al + h +2) 1- e2" lcx" 

o K 

where the circuit denoted by K is defined by the formula: 1= 1 - a e lO , 

() moving from 0 to 2;>1. We expand (I - a el9)h according to powers 
of 0 by means of the binomial theorem; in this ex pan sion it is sufficient 
to retain such terms on only, as leave the real part of al + n = 
= n - t (r + I) + t i s negative, as the other terms may be made arbi
trarily smal! by taking 0 sufficiently near to zero. In this way we find: 

r(a.+I) ['(h+l) n=m (-I)n hlocx,+n+. 
h- - - -I 

- r(a. + h + 2) n= O (al + n+ I)n!(h-n)1' 

where m is the greatest integer contained in t (r + 1). 

I) For the evaluation of the integral (53) I am indebted to the very valuable help of 
Dr. S. C . VAN VEEN at Dordrecht. and it is a pleasure for me 10 express my gratitude 
towards him also at this place. 

2) This equation is obtaioed by a pro ce ss similar to that used by WHITTAKER aod 
WATSON, l.c .• § 12.13. 
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The integral to be calculated now is given by the sum I): ~ 6 h . 
h 

Taking the first term of Ih • it appears that the sum: 

F* = ~ (J 1'(01 + l)r(h + 1) 
h h 1'(a l + h + 2) 

can be transformed in such a way. that it takes the form of a hyper~ 
geometrie series in which the independent variabIe has the value unity. 
together with some additional terms; the series can be summed by a 
known formula. so that F* can be reduced to a relatively simple ex~ 
pression. - On the other hand it can be shown that for any value of 
n < r: 

(- l)n 0 "' , + n + I h ! 0 "" + " + I 

(a l + n + 1) n ! f {h (h - n) ! = FI gn al + n + 1 • 

where the gn are the coefficients of the hypergeometrie series 

F (2 - r. 2 + is. 1 - r + is; x) . 

A similar process can be carried out with the second integraI. and in 
this way it is found that the original integral occurring in (53) can be 
transformed into an expression of the form : 

I -~ 

j' . ( 0"" + n + I 0 "" + n + 2 ) 

• d r (l - r)"" rF= (F* - F**) - F I -: gn a l + n + I - a. + n + 2 . (54) 

o 

By means of some further transformations the difference (F* - F**) 
can be brought into the following form: 

24 j cos T (r + is) ! 
F* - F** = - 2 . + 1 . 

p n . 
cos 2 (r - IS) 

(55) 

It remains to consider the part of the integral (49) relating to the 
circuit BeD. Here we may put at once ~ = O. Further. as the real 
part of a2 is positive. the contribution of W 2 into the integral can be 
made as small as we please by diminishing 0; hence it is sufficient to 

consider : AI J d l;, WI ' For the function WI the expression (45c) will be 

taken; upon integrating by terms it is found that the same series appears 
as occurred in (54). 

Having regard to the constant factors before the integrals. it is easily 
se en that upon adding together. the various terms. these series cancel in 

I) The series F = :; f h Th is uniforml y convergent in the doma in 0 -== t -= 1 - (j and 
so term by term integration is a llowed. 
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the final result, and th us equation (49) takes the form I): 

- 2""JI- (1 _é' iCl,) + 1 (= 0 
48 A ! cos ; (r + is) ) 

P 1 cos ; (r - i s) ~ 
(56) 

Characteristic values of the parameter p. - The characteristic values 
of pare determined by the condition that the coefficient of AI in (56) 
shall vanish. This condition reduces to the equation 2) : 

:Tt • :Tt . 
cos 2 (r + IS) + cos 2 (r - IS) = 0, 

having the roots: r = I, 3, 5, ... . or, in general : r = 2 k + I, k being 
an integer. As: I + i P = (r + i s)2, it is found that the values of pare 
given by the expression : 

p = 4 (2k + 1) V ki +- k~ 

The case k = 0 (r = 1) must be excluded, as p must be greater than zero. 

(To be continued) . 

I) In connection with the expression obtained for Ih and with the calculation of ::; fh Ih 
it may be remarked th at it has not been proved that the whole sum of the negl~cted 
terms vanishes for (i _ 0 in such a way th at the summation with respect to h can be 

executed absolutely safely . However. as Dr. VAN VEEN has pointed out to me. any 

difficulties arising from this circumstance can be obviated . by considering first the integrals 

for the case that r is a positive number included betwe~n the limits " and I - " (" and 
" being a rbitra ry positive numbers < Ih ). In that case the rea I parts of both (<] and "2 

ar~ > - I . and the integra ls of both WI and W2 along the circuit BCD can be discarded. 

and also the integral along the circuit K occurring in the expression for Ih , so that 
the additional terms in the result for b, are got rid of. By means of the theory of 

analytic continuation it then ca n be shown that the !lnal result obtained for the integra l 

(49) remains va lid for all case. provided r > - 2 . 
2) The factor I /PI has the value: /' (2 + r) ,. (2 - is) ! 6 /' (r - is) . 

Astronomy. - Mittlere Lichtkurven van langperiodischen Veränderlichen . 
XIII. R Arietis. Von A. A. NIJLAN O . 

(Communica ted at the meeting of April 29, 1933) . 

Instrumente: S und R. Die Beobachtungen wurden alle auf R reduziert : 
die Reduktion R-S beträgt - Om. J9 . Spektrum M3e (Harv. Ann. 79 , 164), 

Der Stern ist von Anfang April bis Anfang Juni nicht beobachtbar: die 
letzte Beobachtung im Frühja hr erhielt ich am 3. April. die erste Sommer
beobachtung am 5. Juni. Es konnten mehrere Minima und Maxima ent-


