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§ 1. Introduction . 

Let R be a complete (not necessarily separable) HILBERT space. We 
shall use the following notations: 

f, g, .. .... ,the elements of R. 
J" p, .... .. 

À, Ii, .... .. 
(f, g) 

11 f 11 

T , K . ...... 

T*, K ', ...... 

H 

H'I, 

N(f) 
I 
o 

, complex numbers . 

, the conjugate complex numbers of J., p, ....... 
the inner product of f and g. 
thenon-negative numbers (f, f)' /; . 
bounded, linear transformations in R. that is (for T) , 
11 Tf 11 <: M 11 f 11 for a certain M >- 0 and TUf + pg) = 
= J.Tf + pTg for arbitrary)., 11, f, g. 
the adjoint transformations of T , K, ...... , we have there~ 
fore (for T) (T f , g) = (f, T* g) for arbitrary f, g. 
a bounded, positive, self-adjoint trans format ion, that is, a 
bounded, linear transformation satisfying (Hf, g) = 
= (f, Hg) and (Hf, f) >- 0 for arbitrary f , g. 
the uniquely determined, bounded, positive, self-adjoint 
transformation, satisfying (H'/, )2 = H. 

the non-negative number (Hf, f) 'I. = 11 H' /, f il · 

the identical transformation, If = f for every f. 
, the nulltransformation , Of = 0 for every f. 

We suppose that H "# O. Then the set of all elements f, satisfying 
Hf = 0, is a subspace [L]. not identical with the whole space R. The 
orthogonal subspace will be denoted by [M]. As well-known, every 

element f E. R can be written uniquely in the form f = h + g with h € [L] 
and g E. [M] . By g = Ef the projection E on [M] is defined; the pro­
jection on [L] is I-E, and we have E "# O. From H(l-E) f = 0 for 

every f E. R follows Hf = HEf , so that H = HE. 
Two elements f and g will be called H-orthogonal when (Hf, g) = 0, 

and the system Q of elements is called H -orthonormal when, for rp € Q, 

'IJ' € Q, we have (Hrp, 11') = 1 for rp = 1/', arid = 0 for rp"# 1j! . The 
n 

elements L, f'2 ' ... , fn will be called H-independent wh en H I J..ifi = 0 
; .=1 

implies J' l = J'2 = .. . = J. n = O. Evidently, if fl' f'2' ... , fn are H-inde-
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pendent, they are linearly independent. It is also not difficult to prove that 
if the elements fP l' ... , fP n form an H-orthonormal system, they are H­
independent. 

IE Tf = },f for an element f o:j::- 0, th is element is called a characteristic 
element of the transformation T, belonging to the characteristic value L 
The set of all characteristic e1ements, belonging to the same eharacteristic 
value }e, is a subspace of R, and the dimension of th is subspace is called 
the multiplicity of the eharaeteristic value ).. 

The bounded, linear transformation K is said to be campletely continuous 
when every bounded , infinite set of elementscontains a sequenee f n su eh 
that the sequenee K f neonverges. We shall assume the following theorems 
about transformations of th is kind to be known: 

Theorem 1. I[ K is campletely continuous, the same is true a[ K *. 
Theorem 2. I[ K is campletely continuous, every characteristic value 

i. o:j::- 0 a[ K has [inite mllitiplicity. The nllmber a[ different characteristic 

L'ailles Jon is [inite or enllmerable and in this last case lim ion = O. 
n -+ 00 

Thcorem 3. I[ K is campletely continllolls , and }o o:j::- 0 is a characteristic 

vallIe a[ K , having a certain multiplicity, then }, is a characteristic value a[ 
K * with the same multiplicity . In this case the eqllatian Kf -J,f = g has, 
[or a given element g , asolIltion f [or thase and anly thase elements g that 
are arthaganal ta all characteristic elements a[ K *. belanging ta the char-

acteristic value X. In the same way the equatian K * f - If = g has. [or a 
giuen element g , a solution f [or thase and anly thase elements g that are 
crthoganal ta all characteristic elements a[ K . belanging ta the characteristic 
value J .. 

I[ J. o:j::- 0 is na characteristic value a[ K . bath the equatians Kf - J. f = g 

and K * f - lf = g have llniquely determined solutions far euery element g . 
In this case the complex ntullber ,{ will be ca lied a regular value a[ K . 

§ 2. Baunded, symmetrisable trans[armatians . 

The bounded, linear transformation K is ealled symmetrisable (to the 
lefe and relative to the transformation H), if the transformation HK is 
self-adjoint, that is. if (HKf, g) = ,(f , HKg) for arbitrary f, g. 

Theorem 4. I[ K is symmetrisable. the same is true a[ T = EK. 
Fllrther Hf = 0 implies Tf = O. 

Proof. From H = HE follows HT =HEK = HK; if therefore HK 
is self-adjoint, the same is true of HT. 

Further (HTg, f) = (g, HTf) or (Tg, Hf) = (g, HTf) for arbitrary 
f , g ; the relation Hf = 0 implies therefore (g, HTf) = 0 for every g E: R. 
hence HTf = O. Then however Tf E: [Ll. so that, since also 

Tf = EKf E [M). we have Tf = O. 
Theorem 5. Let the symmetrisable trans[armatian K be such that 

Hf = 0 implies Kf = O. Then the characteristic ualues a[ K are real and 
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characteristic elements. belanging ta different characteristic values. are 
H -arthaganal. 

Proof. Let f =ft ° and Kf = J.f. If (Hf . f) = ° we see. since 
(Hf. f) = 11 H'1·f 11

2
• that H' /' f = 0. so th at Hf = Oor. by hypothesis. 

i·f = Kf = 0. from which follows. on account of f =ft 0. that J. = 0. If 
(Hf. f) =ft ° we find },(Hf. f) = (HJ·f. f) = (HKf. f) = (f. HKf) = 
= (f. H }.f) = 2(Hf. f) or }. = 2. which shows that }, is rea!. 

Let now }. =ft ,u. f =ft 0. g =ft 0. Kf = }.f and Kg = ,lig. Then 
}.(Hf , g) = (HKf, g) = (f, HKg) = !i (f , Hg) = ft (Hf, g) or (l- ft) 

(Hf,g) =0, from which follows, since }·-ft =ft 0, that (H{.g) =0. 
Remar'k. Since, even if Hf = ° does not imply K f = ° for the sym­

metrisable transformation K. it does imply Tf = EKf = ° by Theorem 4, 
Theorem 5 is in any case va lid for the symmetrisable transformation 
T=EK. 

In what follows now, we shall assume that K, and therefore also 
T = EK, is symmetrisable, while, moreover, T = EK is completely con­
tinuous. Then the following theorems hold 1): 

Theorem 6. If HK =ft 0, the transfarmatian T = EK has a charac­

teristic ualue }. =ft 0. that is, th ere exists an element cp =ft ° such that 
T cp = Î. cp . In the particular case that Hf = ° implies Kf = 0. the trans­
farmatian Kitself has alsa the characteristic value }. with characteristic 
element 1P = cp + }. -1 (J - E) K cp. hence K 1j' = }. /p . 

Theorem 7. In the case that Hf = ° implies Kf = 0, the relatians 
cp = E 1j}, 1jJ = cp + ),,-1 (J -E)Kcp define a ane-ta-ane carrespandence 
bet ween all characteristic elements 'lp af K. belanging ta the characteristic 
values =ft 0. and all characteristic elements cp af T = EK. belanging ta the 
characteristic values =ft 0. Carrespanding elements have the same char­
acteristic value. 

As aconsequence of Theorem 2, it is possible to range the characteristic 
values =ft 0 . of Tinto a sequence }.n such that everycharacteristic value 
=j: ° occurs in th is sequence as many times as denoted by its multiplidty, 
while moreover I }' l I :> I }'2 I :> .... Choosing now in the unitary space 
(space of finite dimension) of all characteristic elements belonging to a 
certain characteristic value }. =ft ° a maximal system of linearly independent 
elements, we see readily that these elements, say Xl' ... , Xp , are H-inde­
pendent. Indeed, H ~ai7,i = ° (ai complex) implying T ~aiXi = ° or 
~ÀaiXi = 0, we find in virtue of }. =ft ° a~d the linear independence of 
1.1 , .. . , ZP that al = .. . = ap = 0. Applying now to the elements XL, .... XP 
a process, wholly similar to SCHMIDT'S well-known orthogonalization pro­
cess, we obtain an H-orthonormal system, consisting of p elements, such 
that the unitary space determined by this system is identical with the 

1) A. C. ZAAN EN. Ueber vollstetige symmetrische und symmefrisierbare Operatoren. 
l';ieuw Arch. v. Wisk. (2) 22. 57-80 (1943) . 
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unitary space of all characteristic elements belonging to the characteristic 
value } .. Doing this for all characteristic values 7'= 0, we may range the 
elements of all these H-orthonormal systems into a sequence (P il , such that 
for every value of n the element Cpn belongs to the characteristic value }.n. 

EVidently the whole sequence cpn is also H-orthonormal, since for }.m = }.n 
the relation (Hcp m, cp n) = 0 follows from our definition of the sequence cp n 
and for }. m 7'= }' n this relation follows from Theorem 5. In the special case 
that Hf = 0 implies Kf = 0, the transformations K and T = EK have, 
by Theorem 7, the same characteristic values 7'= 0, and it may be verified 
readily that every characteristic value 7'= 0 has, for K and T, the same 
multiplicity. Consequently, denoting by ljJn the characteristic element of K. 
corresponding by Theorem 7 with the characteristic element cp n of T, we 
obtain the H -orthonormal sequence ljJ n . 

Then we have 2) 
Theorem 8. 1 }.n 1 = max N(Kf) j N(f) for all f satisfying the con­

ditions N(f) 7'= 0 and (Hf, cp d = .,. = (Hf, CP n-I) = O. For f = cpn the 
maximum is attained. Further HKf = 0 or, which comes to the same thing, 
N (Kf) = 0 if and only if (Hf, cpn) = 0 for every value of n. 

In the particular case that Hf = 0 implies Kf = 0, the elements cp may 

be replaced by the corresponding elements lJ! in both parts of the theorem. 
Theorem 9. If an = (Hf, cp n), then 

k 

lim N(K f- E ln an IJ'n) = 0 (Expansion Thearem). 
k-+ 00 n=1 

(H Kf. () = Eln lan l2 

for any element f . 
In the particular case that Hf = 0 implies Kf = 0, the elements cpn may 

be replaced by the corresponding elements lPn. 

Theorem 10. Let }'ni (i = 1,2, ... ) be the subsequence af all pasitive 

characteristic values where },nl ::> }.n2 ::> .... Then }.n i = max (HKf , f) fN2(f) 

for all f satisfying the conditions N (f) 7'= 0 and (Hf, cpn d = ... = 
= (Hf, cpn i_ l

) = O. For f = cpni the maximum is attained. 
A similar statement holds for the subsequence of all negative characteristic 

l-'alues: 

In the particular case that Hf = 0 implies Kf = 0, we may replace the 

elements cp by the corresponding elements liJ. 

In the last theorem the characteristic value Î,n . was characterized by a 
I 

certain maximum property. It is a disadvantage however th at for th is 
characterization the elements cp n l' ... , CP ni_1 must be known . The question 
arises therefore whether this may be avoided . That th is is indeed the case. 
is shown by the following theorem: 

Theorem 11. Let the elements PI' ... , Pi-I be arbitrarily given and let 
f1i = upper bound (HKf, f) j N2(f) for all f satisfying the conditions 

2) See 1). 
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N(f) ~ 0 and (Hf. pd = ... = (Hf, Pi-I) = O. The number pi depends 
evidentlyon the elements Pt, . .. , Pi_I. Letting now these elements run 

through the whole space R, we have Àn
i 
= min .Ui. 

A similar statement holds for the negative characteristic ualues. 
Proof. We shall prove first that it is possible to find an element 

i 
f = X Ck cp nk such that the conditions N(f) = 1 and (Hf. pd = ... = 

k= 1 

= (Hf. Pi-I) = 0 are satisfied. These conditions are equivalent with 

i i 

}; ICk I2= I and ~ cdHcpnk.Ph)=O (h= 1. ... . i-I). 
k=1 k=1 

and it follows immediately from a well-known theorem that the i - I homo­
geneous linear equations 

i 

~Ck(Hcpnk.Ph)=O (h=I. . ... i-l) 
k = 1 

i 
have indeed a solution Cl' ... • Ci for which I I Ck 1

2 = 1. Observing that 
k=1 

(H K CPnk' CPnk) = (H T C('nk' CPnk) = Ànk' and 

(H K CPnk' CPnl) = (H T CPnk ' C('nl) = 0 
i 

for k ~ I. we find then for f = X Ck cp n k the inequality 
k=1 

i 

. (H K f, f)/N2 (f) = (H K f, f) = ~ Ck Cl (H K cpnk' cpn I) = 
k.l=1 

i i 

= 2: )'nk ICk 1
2;:' Àni 2: ICk 1

2 = Àni ; 
k=1 k=1 

it is c1ear therefore that Ui :> }.n .' On the other hand we have, by Theorem 
, I 

10. for 

PI = CP n" ••• ,Pi-I = (['ni_I' (Hf, PI) = ... = (H f, Pi-I) = O. 

the relation max (HKf. f) / N 2(f) = Ànj' Hence Ànj= min I-Ii 3). 

§ 3. Expression of the solutions of Tf - Àf = g and Kf -).f = g in 
terms of the characteristic elements. 

We suppose again the transformation K to be symmetrisable and the 
transformation T = EK to be completely continuous. Then, if }, ~ 0 is 
not one of the characteristic values Àn ~ 0 of T. it is a regular value (see 
Theorem 3). on account of Theorem 3 the equation T f -;.f = g has 
therefore a uniquely determined solution for every element g . If on the 
other hand À is identical with one of the characteristic values }.n . the 
equation Tf - Àf = g has a solution f for those and only those elements 

3) Compare R. COURANT und D. HILBERT. Methode:! der Math. Physik J. Ch. III . 
§ 4. 3. 
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9 that are orthogonal to all characteristic elements of T*. belonging to the 

characteristic value I. Since however all numbers J'n are real. we see that 9 
must be orthogonal to all characteristic eleIllents of T*. belonging to the 
characteristic value À. 

Theorem 12. For). =f:. O. the equation T[ -J,[ = 9 has a solution [ 
[or those and onlg those elements 9 that are H-orthogonal to all char­
acteristic elements of T. belonging to the characteristic value J,. (lf J. is na 
characteristic value of T. this means that 9 mag be ang element.) 

In the case that H[ = 0 implies K[ = O. the same statement holds for 
the transformation K. 

Proof. We shall prove first that. if the p-dimensional unitary space of 
all characteristic elements of T. belonging to the characteristic value J.. is 
determined by the Iinearly independent e1ements Xl' .... ZP. the p-dimen­
~ional unitary space of all characteristic elements of T *. belonging to the 
characterisiic value J.. is determined by HZ I • . .. • Hzp . Indeed. the re1ation 
TX = J.z implies. for every [ . . 

(T"HX. f) = (HZ . Tf) = (Z . HTf) = (HTX. f) = URX' f); 
hen ce T *HX = JHX. The elements H X] . ... Hxp are therefore characteristic 
elements of T*. We have still to show that they are linearly independent. 
This follows from the fact that 

p p 

:E ai HXi = 0 or H L: ai Xi = 0 
i = 1 i = 1 

implies 

p p 

T I: ai Xi = 0 or :E lai Xi = O. 
i=1 i = 1 

so that . since À =f:. O. we have a J = ... = ap = O. Finally we observe that. 
if 9 is orthogonal to an element Hz. this means that 9 and Z are H -ortho­
gonal. The result is therefore that T[ - J.f = 9 has a solution [ for those 
and only those e1ements that are H-orthogonal to all characteristic elements 
of T. be10nging to the characteristic value J,. Evidently this solution is on)y 
determined to within an arbitrary linear combination of these characteristic 
elements. This completes the proof of the first part . 

Let now H[=O 'imply K[ = O. Then . since H = HE or H(I -E) = O. 
we have also K(I -E) = 0 or K = KE. We shall prove now that if 
one of the equations K [ - Î.[ = 9 and T [ - À[ = 9 has a solution. so 
has the other. Indeed. from K [ - l[ = 9 follows. since K = KE. 

TEf - ).Ef = EKEf - ).Ef = E(Kf -).f) = Eg = 9 - (/- E)g. 
hence TE[ - J,(E[ - J,-l(/- E)g) = 9 or. on account of T(I-E)g = O. 

T(E[ - J,-l(1 - E)g) - J.(E[ - ),-1(1 - E)g) = g. 
The element [1 = E[ -À -1 (I - E) 9 satisfies therefore the re1ation 

T[l - 2[1 = g . 
Conversely. fr om T[ - À[ = 9 we infer 

Kf-Àf = EKf + (I -E)Kf-Àf = 9 + (I -E)Kf. 
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hence Kf - }.(f + }.-1(l- E)Kf) = 9 or, on account of K(l- E)Kf = 0, 
K(f + },-1(f - E)Kf) - I.(f + I.-l(f - E)Kf) = O. 

The element ['2 = f + }.-l(f -E)Kf satisfies therefore the relation 

Kf2 - }·f2 = g. 
Thus we find that the equation Kf - I.f = 9 has a solution f for those 

and only those elements 9 .that are H-orthogonal to all characteristic 
elements f{! of T, belonging to the characteristic value } .. Observing finally 
that (Hg, f{! ) = 0 is equivalent with (Hg, 1jJ) = 0, where 1jJ is the char­
acteristic element of K corresponding with f{!, we obtain the desired result. 
Evidently the solution of Kf - }.f = 9 is only determined to within an 
arbitrary linearcombination of the characteristic elements of K, belonging 
to the characteristic value } .. 

Theorem 13. Let}. ~ 0, and let the element 9 be H-orthogonal to all 
characteristic elements of T, belonging to the characteristic value } .. (ff À. 

is na characteristic value, the element 9 is therefore arbitrary. ) Then every 
solution of T f - i.f = 9 satisfies the relation 

I· N(f 9 k, )'a )-0 k~~ + --y + n~\ À (J,-Àn) an f{!n / - • 

where an = (Hg, f{!n) for }.n ~ I., and where ~' denotes that for those 
va lues of n for which }.n = I. the coefficient of f{! n has the value-(H{. f{!n). 
Por every set of arbitrarily prescribed va lues of the lalter coefficients there 
exists a solution of Tf - J.f = g. 

In the case that Hf = 0 implies Kf = O. every solution of Kf -}.f = 9 
satisfies the relation 

. ( 9 k, J.n . ) _ 
hm N f+ , +}; }. (À_À )an1jJn -0. 

k ....... oo A n== l I. n 

where an = (Hg, ljJh) for I.~ ~ I., and where ~' denotes that for those 
va lues of n for which I.n = }. the coefficient of ljJn has the value- (H f . ljJn). 
Por every set of arbitrarily prescribed va lues of the latter coefficients there 
exists a solution of Kf - ),f = g. 

Proof. Let Tf - I.f = g. Writing bn = (Hf, cpn). we have by 
Theorem 9 

lim N (Tf- i Àn bn cpn) = lim N (Kf- ; Àn bn fIJn) =0. 
k~tXl n=\ k~tXl n=\ 

hence 

. (1) 

From 

we derive 

Àn bn = (HTf. f{!n) = (H(g + À f). f{!n) = an + À bn• 
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so that for J. n =j:- j. we Eind bn = - an / (J. - }.n ). It follows therefore from 
(1) that 

J. N (r g k Xn ) -k~moo + 7. - n~l T bil rp ll -

( 
k). ') _ . g , , / ' Il _ 

- bm N r + 1 +.... 1~( '-~ 1 ) an gJ n - O. 
k -+ oo /~ n=l'" I ,. I~n 

Since, if g is given, f is determined to within a linear combination of those 
elements gJ n for whieh }.n = }., there exists a solution f for every set of 
arbitrarily prescribed values of the eoeffieients bil = (Hf, cpn) for these 
values of n. This eompletes the proof of the first part. 

The proof of the seeond part runs in a similar way, substituting every­
where K for Tand 'I' n for (P n. 

§ 4. Self-adjaint transformations as a special case of symmetrisable 
transfarmatians . 

Identifying the bounded. positive, self-adjaint transformation H =j:- 0 
with the identieal transformation I , we see that the subspace [L] of all 
elements satisfying Hf = If = 0 eontains only the nullelement , so that 
the orthogonal subspace [M] coineides with the whole spaee R. The 
projection E on [M] is therefore the transformation I. The notions of H­
orthogonality and H -independenee are now identieal with the usual notions 
of orthogonality and linear independence. while N (f) = 11 fi l. That the 
bounded linear transformation K is symmetrisable means now that IK = K 
is self-adjoint, furtherwe have T = EK = K. 

A bounded symmetrisable trans format ion K su eh th at T = EK is 
eompletely continuous is therefore in thisease simply a eompletely continu­
ous self-adjoint transformation K. The condition that Hf = Ir = 0 implies 
Kf = 0, is always satisfied. The Theorems 4 and 7 lose their meaning; we 
leave it to the reader to pronounee the other theorems for th is case. 

§ 5. Transformations of the farm K = AH, where A is self-adjaint. 

Theorem H. If A is a bounded, self-adjoint transformation, the trans­
torrnation K = AH is symmetrisable . Further Hf = 0 implies Kf = O. 

Proof. (HK[, g) = (HAHf, g) = (f, HAHg) = (f.HKg) ; the trans­
formation HK is therefore self-adjoint, in other words, K is symmetrisable. 
The proof of the second part is trivial. 

Making now the assumption that one at least of the transformations A 
and H is completely continuous, the transformation K =AH is symmetri­
sable and completely continuous. The same holds th en for T = EK. All 
theorems in § § 2-3 are therefore valid for the transformation K. It is 
possible, however, to prove somewhat more. 

Theorem 15. (Expansion Thearem . ) If lj); is the H-arthanarmal 
sequence of characteristic elements of K = AH, belanging ta the sequence 
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of characteristic values Ài -::j:: 0, and if ai = (H [ , tl';)' then 

K [ = Z }.i ai 11'i + p, 

where Hp = O. For n :> 2 we have 

Knf- Y' }."a owo - .. ~i I 'r l· 

Proof 4). We observe first that , the system Il'i being H-orthonormal, 
the system H' /, Il'i is orthonormal, since (Hl j'i, I/'k ) = (H'/, 1jJi. H '/, 1jJk)' 

k 
Writing ai = (g, H'/, ~}j ) for an arbitrary g , the sums Sk = 2: ai H '/, 1jJ 0 

i=1 I 

converge therefore to an element h. Taking g = H'/, [, we find then 

ZaiH' /, 'IPi = h, where ai = (H'/, t, H '/oll/'i) = (H ( , t/' i). From this we derive 

A H '/, h = AH", 2: ai H '/, v.', = 2: a, AH1jJi = 2: )' i a, 1jJi· 

The convergence of the series ~Î, iail/' i enables us now to make k ~ co in 
the relation 

lim N (K f - }; Ài a, 1jJ') = O. 
k-+ ex ' = 1 

proved in Theorem 9. W riting K ( - 2: }'i ai IIJi = p, we ohtain then 
N(p) = 0; hence, N(p) = 0 being equivalent with Hp = 0, 

K{ = Z Àiai Ij'i + p, 
where Hp = O. 

From this we de duce 

K2 f= 1: }., a, K 'p, + Kp = L:}.~ a, 1jJi + Kp. 

but. since Hp = 0 , we have Kp = AHp = 0 ; hence 

K~{ = 2: Ài 2 ai I/' i . 

The relation 

Kil f= 1:}.7 ai 1jJ i 

for n > 2 follows easily by induction. 
It may be asked wh ether the element p, occurring in Theorem 15, is not 

always identical with the nullelement. The answer to this question is 
given by 

Theorem 16. The element p in Theorem 15 is not necessarily identical 
with the nullelement. 

Proof. Let R be a complete, separable HILBERT space inwhich fJJ n is a 
complete orthonormal system, and let ,u3' /A4, . . . and 'V3 ' 'V4' • . . be sequences 
of positive numbers for which lim ft n = lim 'Vn = 0 and ,u3 > /A4 > .. .. 
'V ;.: > 'V4 > ... . Defining the positive, self-adjoint transformation Hand the 
self-adjoint transformation A by 

H fJJl = fJJ l' H fJJ 2=0. HfJJi=flitpi 

A tpl = tp2. A tp2 = fP l' A fJJ l = J' i tp i 

4) This proof is simpIer than that in 1). 

(i= 3. i . .. . ). 

(i = 3. i .... ). 
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it is not dif~icult to see that both Hand A are completely continuous. We 
have 

AH ([11 = T2. AH ep2 = O. A H epi = J'i fli epi (i = 3.4 •... ). 

To find the characteristic elements of AH belonging to characteristic values 
a:J 

":::j:. O. we write AH f = J.f for f = }; ai epi and J.":::j:. O. From this we 
i = 1 

derive 

al ([12 + l' J'i fli ai epi = ~ J. ai epi; 
3 I 

hence a I = a:! = 0 and Vi ,Ui ai = J.ai (i = 3. 4 .... ), Since Vi/ti":::j:. l'kflk 
for i ":::j:. k we have therefore ? = 11k/Ik for a certain value of k ( "> 3) and 
ai = 0 for i ":::j:. k. which shows that the elements akepk (k "> 3) are 
the only characteristic elements with characteristic values ":::j:. O. Making 

them H-normal. we obtain ak = Jlk-" ' . so that. by Theorem 15. 

A Hf= ~J/i (Hf. epi) Ti + p 
3 

for every f. Taking f = ep!. we have (Hf. epi) = (Hep!. epi) = (ep!. epi) = 0 
(i 2:: 3) and AHf = AHepl = ep2; hence p = ep2 ":::j:. O. 

Theorem 17. Let J. ":::j:. 0, and let the element g be H-orthogonal to all 
characteristic elements of K = AH belonging to the characteristic value .t 
(lf ). is na characteristic value, the element gis therefore arbitrary.) Then 
euery solution of Kf - J.f = g satisfies a relation of the foem 

f g .. I J'i + 
=-T-2: l(l_li)ai'l'i q. 

where ai = (Hg. Il'i) for J.i ":::j:. }., Hq = O. and where 2" denotes that foe 
those values of i for which J.i = J. the coefficient of lpi has the value (Hf. lpi). 

Foe euery set of arbitrarily prescribed values of the lattee coefficients there 
exists a solution of K f - J.f = g. 

Proof. Let Kf - J,f = g. By Theorem 15 we have 

Kf = AHf = ~ J.i bi lj'i + p. 

where bi = (Hf. lp;) and Hp = O. Since. as we have proved in Theorem 
13. bi = - ai / (J. - J.;) for J.i ":::j:. } .• we obtain 

'f ' J' i 
il +g=-}; J._liailPi+p 

or 

f - g .. , J' i 
- - T - 2: l (l _ J.

i
) ai 'l'i + q, 

wh ere we have written q = p/J .. The last statement of the theorem has 
been proved already in Theorem 13. 

Theorem 18. The self-adjoint transformation K = H". AH'" possesses 
the same sequence J.i of characteristic values ":::j:. 0 as the transformation 
K = AH. If lpi is an H-orthonormal sequence of characteristic e!ements 
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ol K, corresponding with the characteristic values J.i, then HI /"1jJi is an 

orthonormal sequence ol characteristic elements ol K, also corresponding 
with the characteristic values h 

Proot Let K lj! = AH,p = J"p where J.li-' ~ O. Then, writing HI /' 'l/J = x. 
we have 

K X = HII, AHlP = 2HI/, lP = 2x. 

where 2X ~ 0 since }, ~ 0 and AHI/, X = AHljJ = 21p ~ O. Conversely. if 

KX = 2x wh ere ÀX ~ O. we find. writing lp = },- IAHI /, X. that 

HI /, 1fJ = },-IKX = X; 

hence 

K 1fJ = A HII, HI I, 1fJ = A HII, X = À lP. 

where },lP ~ 0 since HI /'hp = }.x ~ O. This shows that K and K have the 
same characteristic va lues ~ 0, and that with the H-orthonormal sequence 
'Pi of characteristic elements of K corresponds the orthonormal sequence 

H 1
/21fJi of characteristic elements of K. 


