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apparently tends to 0, in other words the sets of (8) have one point
dya,a,a,- - - @S intersection; so the sets of (8) converge to that point. The
corresponding nth difference-quotients then tend to the nth derivate

f(") (dl a, a, ...):

1a, a,...

lim A~” gy f(") (dlal a, a,....)-
j* e J

We now consider the f(*)(z)-plane, where the values o . _a; are

introduced as points (comp. fig. 2). From (7(") it follows that point AJ
lies within the convex closure of the points AT, a...aj (=12 ..14
aj=1,2,...,ka). We still have to prove that point A" lies within the
convex closure V of the set of points f(®(z), where z runs through the
convex closure of zg, 2y, ..., 2, ie., the n-simplex A Suppose on the
contrary that point A;‘ lay outside V. V is, as the convex closure of the
continuous image of a bounded closed set, bounded and closed. Between
point A" and V there is a certain distance 2¢. Consider an ¢-neighbourhood
Ve of the set V. This apparently is again a convex set while point A? is at
a distance ¢ of Ve.

The points A?a, (a; = 1,2, ..., kn) of the first division have a convex
closure to which point A" belongs according to the afore-said. Therefore
there exists at least one point A7, lying outside V.. With the simplex A;’bl
corresponds a division into kn n-simplices A:lb,a, (ag = 1,2, ..., kn). For at
least one of these points again the corresponding point ALy b, lies outside
V.. By infinitely continuing this process we find a sequence of points

o A?b,, LT v o such that for the corresponding n-simplices an
equation of the character (8) holds true, in other words, this sequence of
points converges to a point determining a value f(")(d;p,s,..). Here
dib,b,... apparently belongs to the convex closure of zy2z2zy...2zx.
But t hen f{" (d,pp,..) bust belong to V, which is impossible as the
points Al A, -, ..., converge to a point of the boundary of V. or outside
V.. Thus the required contradiction is reached, by which theorem III (and
then by specialization also theorem II) has been proved.

7. Following directly from the mean value theorem derived in 6. is

Theorem IV. Be f(z) defined and analytic in a convex region G. We
consider the nth difference-quotient A"(n =1, 2, ...) defined on (n + 1)
arbitrary points of G. Now

A =] ()], )
where 2’ is a suitably chosen point of G 4). Or in other words: the upper
bound of |A"| in G is smaller than or equal to the upper bound of
| f*(z)| in G.

Proof. Point A” in the complex plane of the points f(*)(z) lies, accor-

4) Z' even is a point of the convex closure of the (n - 1) points. — REMARK. As G
is a region the =-mark in (9) may even be left out.
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ding to theorem III, on the joining line of two points f(*)(p) and f(®(q),
where p and q are suitably chosen points of G. In the triangle determined
by the points 0, f(*)(p), f(")(q) the distance | A" | between 0 and A" is
smaller than or equal to 5) | f(")(p)| or | f(")(q)| by which the theorem has
already been proved.

8. Condition (2) mentioned in theorem I is also necessary. f(z) is a
given function, which certainly is one-valued and analytic in a circle-
region around point z’. According to an extension of a well-known in-
equality of CAUCHY

2nlM

[ (&) | ==

Here z is an arbitrary point of a (sufficiently small) circle-region C
(within the given circle-region) with 2’ for centre, and o for radius; M is
the maximum of | f(z)| on the circumference of a circle with 2’ as centre
and radius 2 g. According to (9) now for all points of C

| A" | = fo(2) | §2nén ; (10)
If 2M <1, then (10) is <n!r” where 1jo = r. If 2M > 1, then (10) is
also < n!r”, where 2M/p = r.

Thus in both cases the required condition (2) holds true as one may
take i so great that all points zi, zi41, ..., on which A? is defined, belong
to the circle-region C.

By this we have also proved the following

Theorem V. If f(z) be analytic in a point 2/, we may write f(z) —
besides the power-series-expansion in 2 — by an expansion of the shape

@ An n
FO)=fe)+3 (—, (- z,.)>

n=1\ N j=1
where z,, 2y, z3, ... is an arbitrary sequence of points converging to 2’; these
points have to lie within a sufficiently small neighbourhood of 2z’ 6). A" is
the difference-quotient [z, zo ... za41] (f).

As this expansion is a generalization of the interpolation-formula of

NEWTON (for infinitely many terms) one might call this the NEWTON-
expansion of f(z) to the sequence zy, zo, ....

5) When p and q coincide.
6) For that neighbourhood we may always take the above-mentioned circle-region C.
In this region the series in question is certainly converging.



