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Using Lemma (1,3) and the equations (4, la) (where instead of r we 
put x = 2, 3, ... , r' - 1) we obtain from (4,2) 

(4,3a) 

On the other hand we have aeeording to (3, la), (1, 18b) and by virtue 
of (4,lb) (for r' - 1 instead of r) 

and moreover aeeording to (3,2a) for u = r' - 1 9) 

Henee ifwe impose on Qa" ... !::::!: (8= 1, ... , r' -1) the eonditions (3, 2a,b,c) 

for u = v = w = r' then we obtain 

(4,3b) 

Moreover from (3, 2a, b, c) for u = v = w = r' we obtain (3,2d). Henee 
b .... b, 

all tensors Qa,' ... a .... a, are symmetrie in their subseripts so that we have 
aeeording to (4, 2) 

This equation together with (4,3b) leads to 

(4,3c) p= 1, ... ,r'. 

On the other hand the Qar, ... !::::!: (8 = 1, . . . , r'-I) defined by (3,2a,b,c,d) 

are homogeneous of degree 8 - r' . Henee Na" ... a, are homogeneous of 
degree N + 1-r'. 

8) According to our assumption in the section a) of the proof, the equation 
(3,2a), resp. (3,2b), resp. (!l,2c,d) exist for u=2,oo.,r'-I, resp. v=3,oo.,r'-I, 
resp. w=4,oo.,r'-1. 
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c) Starting with Theorems (2, 1) and applying the same arguments 
as in b), we easily prove the statements of our theorems for all x = 4, ... 
. . . r' - 1. Hence the assumption of section a) is fulfilled. 

d) The usual induction based on the assumption of the section a) 
and on the results of section b) proves our theorem for r = 2, ... , N. 

§ 5. Projective normal spaces. 

Definition (5, 1). The spaèe spanned by the points x, Nar .. . a, will be 
r-1 

denoted by Nnr-1 and referred to as the (r - I)st projective normal space of 

our ~m, (r= 2, ... , N). 
r-1 

Theorem (5, 1). The normal space Nnr-1 kas the following properties 

a) ft is (x, y, g)-invariant. 
r B 

b) It is contained in the osculating space P m and intersects Pm (s < r) r , 

only in x. 

c) If 

(5, 1) a) c2 ca ... cr =f=. 0, b) naq- .. a, ya, ... yUp =f=. 0, 

q= 3, ... ,r; p= 2, ... ,r 
then its dimension is 

(5,2) n r - 1 = m r - m r - 1 • 

r-1 

Pro of. Because the points x, Nar ... a, are (x, y)-invariant, Nnr-1 IS 

obviously (x, y) - invariant. Because x, Nar ... a, are homogeneous (of 

degree N + 1 resp. N + 1 - r) the space spanned by them must be 
g-invariant. 

On the other hand using (4, la) as weIl as the equations (4,2) in PI 
we see that Nar ... a , may be expressed in the following way 

(5,3) 

r r-l r 

Hence all points Nar ... '" are in P mr and consequently Nnr-1 C P mr' 
r-1 q 

Moreover if some point P =f=. x of N n is in P m (q < r) then according 
r-1 q 

to (5, 3) it must be a linear combination of points yar ... yaq+1 Na, ... a,. 

Because Na, ... a, = N1ar ... a,) are privileged points, we have 

Ya, ... yaq+ 1 N =0 
ar· · ·al 

r-1 !l 

and consequently there is no point P =f=. x of N n in P m (q < r). Consider 
r-1 q 

now the equations 

(5,4) 

~ a) 

( b) 

54 
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r-I r-l 
(equivalent with (4, la)) and denote by P;":'-I C Pmr-l the space spanned 

r-1 

by the points x, Mar .. a,. Suppose m:'-I < mr-l" Since Nnr-l intersects 
q 

P mq (q < r) only in x, the space spanned by the points nar ... a" which 
r 

satisfy (5,4a), can not be P m for m:'-I < mr-I and this together with 
r 

(5, I) contradiets Lemma (I, 4). Because we can not have m:'-I > mr-l 

and the assumption m:'-I < mr-I is a contradictory one, we must have 

m;-I = mr- I, so that the space spanned by the points x, Mar ... a, is the 
r-1 

osculating space P m . Hence we see from (5, 4a) and from the statement r-I 
b) that (5,2) holds. 

N ote: The points N(ar ... a,) (r = 2, ... , N) which (together with x) 
r-I 

span the normal space N n are linearly dependent even in the maximal r-I 
case (cf. equation (4, Ib)): 

Theorem (5, 2). In the maximal case the points N(ar ... a,) are linearly 

"interdependent", e.g. any ot their linear combination which is equal to zero 
must be built up as a linear combination ot yap Nar ... a, (p = I, ... , r). 

Proof. Introduce a special parameter system for which ya = 15: at P. 
Then (5, 3) reduces to 

r-I 
(5,5) N + E n b •... b, 

=x s~.! X (U,,,.U1) (ar· .. a l ) (a, ... a
3 

. • . a 1 ) b, .. . bl 
at P 

1 

(Ul>""Ur = I, ... ,m) 

while the remaining equations (5,3) reduce to identity 0 = O. In order 
to prove our theorem, it is sufficient to prove that N(ar ... a,) are linearly 

r 

independent: The points x(a, ... a,) span P mr while the points 
B 

x(aro 0 . . . 0 aB_I . .. a,) span P mB Hence in the maximal case [where the points 

x(ar ... a,) are linearly independent] the points x(a, ... a,) are linearly independent 
, 

and span (together with x) a nr-I-dimensional space 10) Mn'_1 C P mr 
,-1 

not contained in P mr-I' Consequently by virtue of (5, 5) the points N(ar .. . a,) 

are linearly independent. 

N ote. Suppose m = 1. Because ya Xa = (N + I) x, the points xo, Xl 

1 

are on the tangentialline (the first osculating spa ce PI) of I.l3l at x. Intro-
duce a parameter system ya for which ya = ög at x. Then we have in 
this parameter system 

10) _ (m+r-l) _ (m+r) _ (m+r-l) _ _ nr-I - r - r r-l - m r mr-I' 
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1 
Hence the set of points NOb reduces here to Nu and the space NI spanned 
by x, Nob is the line which joins the points x and Nu (the first projective 

1 

normal). Because NI is y-invariant it does not depend on the choice of 
parameters. Hence if we chose again an arbitrary parameter system, 

1 
we obtain the same straight line NI which contains the points x, Nob. 

r-l 

It may be easily proved by the same argument that the space Nnr-l is 

a straight line (the (r - l)st projective normal) which contains the points 
x, Nor ... o, (r = 2, ... N). 
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