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6. Ip,troduction. 

6. 1. In a previous paper on this subject 1) an exact test has been 
given for the hypothesis Ho, that n random variables %j (i = 1, ... , n) 
are distributed independently, each with a probability distribution, 
which is symmetrical with respect to zero. We shaU now give a general
isation of this test by describing a family of tests for Ho, which contains 
this one as a special case. The computations involved in the application 
of the test are described in section 11 and an example is given at the end 
of this paper in section 12. 

6.2. These tests will be based on the simultaneous application of 
the sign test, which depends on the number of positive and negative 
values among ZI' ..• , zn' and on the application of a parameterfree two 
sample test to the two groups of values Xl' ••• , Xn. and Yl' ... , Yn. defined 
in section 3. 

A two sample test is a test for the hypothesis H', that two random 
samples Xl"'" Xn. and YI' .. :, Yn. have been drawn independently 
from the same population. We shall mainly be concerned with a "family" 
of two-sample tests, consisting of those two-sample tests, which are based 
on the fact, that, assuming H' to be true, all partitions of the nI+n2 values 
Xi and Yk of the two samples, taken together, into two samples of n1 and 
n2 values respectively, have the same probability. This fact mayalso be 
expressed by saying, that, if H' is true and the samples are drawn in a 
fixed order, all permutations of the obtained values are equally probable. 

6. 3. Several two-sample tests have been developed on this basis, 
e.g. by E. J. PITMAN (1937), N. SMffiNOFF (1939) (usingatheorem developed 
by A. KOLMOGOROFF (1933)), A. WALD and J. WOLFOWITZ (1940) and 
F. WILCOXON (1945). Wilcoxon's test was studied in detail by H. B. 
MANN and D. R. WHITNEY (1947). 

7. The main theorem. 
7. 1. LetT be a two sample test of the type described above and let 

1) These Proceedings 53, 941-955 (1950). 
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UI' ... , U. be the statistics, on which T is based. These statistics are 
known functions of the random varia bles Xl' ••• , xn, and Y1' ... , Yn, and 
n1 and n2 are given numbers. Usually v = 1, but this is by no means 
necessary. 'Ve shall therefore give the main theorem in the more general 
form with v > 1. 

Since we are using two-sample tests, which have been developed pre
viously, we may assume the simultaneous distribution of UI' ••• , U., 

under the assumption that H' is true, to be known. We shall denote by 

( 11) 

the conditional simultaneous distribution function 2) of UI' .•• , U., under 
the condition (denoted by the asterisk), that the two samples, taken 
together, assume the set of values Xl' ••• , X"" Yl> ••• , Yn. and under the 
assumption, that H' is true. 

7. 2. H, instead of the two samples, we take the values Xl' ... , xn. 
and Yl' ... , y". defined in section 3, it follows from lemma 3, that, if Ho 
is true, if nl = n l and if condition Z is satisfied, the conditions indicated 
by. the asterisk in (11) are satisfied too, and that (11) is the conditional 
distribution function of UI' ••• , un0 We express this fact by changing the 
notation of this distribution function into 

( 12) 

where Ut, ... , u. are derived from Xl' ••• , X". and YI' ... , Yn" the group 
of positive values and the group of negative values (taken positively) of 
the original observations Zt, ... , Zn' which are available to test the sym-
metry of the variables Zl' ... , Zn' 

For n1 = 0 and nl = n - m (i.e. n2 = 0) the statistics UI' ..• , U. have 
not yet been defined, since one of the groups Xl> ••• , xn, or Y1' ... , Yn, is 
empty in that case. Defining for this case UI = ... = U. = 0, we find 
from lemma 2 and 3: 

Theorem lIl: 1t Ho is true, the conditional simultaneous probability 
distribution ot n 1 and UI' ••• , U., under the condition Z, is given by 

p [nI = n1 ; UI < UI;'" ; U. < u.1 Z ; Ho] = 
( 13) ( = 2-n + m (n:;:;n) G(u1 , ... ,u.IZ; n1 = nl ; Ho), 

with 0 < n l < n - m. 

Remar ks: 1. If we want to test the hypothesis H~, that all z. are 
dÎstributed independently according to the same symmetrical probability 
distribution, T need not be restricted to the family of tests described in 
6. 2. For it is easy to prove, that under the hypothesis H~ and under the 
conditions n1 = nl and m = m the values Xl' ••• , xn. and Yl' ... , Y"., may 

2) We use the term "distribution function" in the sense sometimes denoted 
by the term "cumulative distribution function". 
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be regarded as independent random samples from a common population. 
This may be of importance, if additional information about the common 
probability distribution of the z; is available, or is contained in the hypo
thesis to be tested, sin ce we may then use any two sample test based 
on this information. 

2. Theorems I and III enable us to give a test for Ho, based on the 
statistics "1 and UI' .•• , Uv' Since a family of tests T may be used (cf. 
section 6.2), we have a family of tests for Ho. The exact test, described 
in part I of this paper, is a member of this family as may be seen from 
remark 3 ofsection 4. 2. T is then a two sample test based on the statistic u. 

8. The critical region. 

8. 1. In section 7. 1 we have supposed the conditional probability 
distribution of UI> ••• , Uv> under the conditions Z, "1 = n l and hypo
thesis Ho, to be known, since T is a known two sample test. For the same 
reason we now assume a critical region for UI' ••• , Uv to have been chosen 
already. We shall, however, want to make a distinction between bilateral 
and unilateral critical regions. To make th is clear, the critical regions of 
some of the two-samples tests mentioned in 6. 3 will be described .. 

8. 2. WILCOXON'S test depends on the number of pairs (xi' Yk) 
(j = 1, ... , nl ; k = 1, ... , n2) with Xi> Yk' This statistic, usually denoted 
by U, can take all values 0, 1, ... , nl + n2• A unilateral critical region 
has either the form 

or 

U _ n1n2 > U 
2 = a 

U _ n1n2 < _ U 
2 = a 

where Ua depends on nI> n2 and the chosen significance level a. The first 
of these critical regions is suitable for testing the hypothesis H', that 
Xl' ... ,xn1 and YI> ••• ,Yn. are random samples taken independently 
from the same population, against the alternative (composite) hypo
the8is, that Xl' ... Xn1 are independent observations of a random variabie 
x and Yl' ... , Yn. of a random variabie y, with 

P [x < y] < t 
and the second critical region is suitable for testing H' against the alter
native hypothesis, that 

P [x < y] > t 3) 

3) This has been proved recently by Prof. D. VAN DANTZIG as a generalisation 
of MANN and WHITNEY'S theorem, according to which WILCOXON'S test is consistent 
against alternatives with P [x < a] < P [y < a] for all a, if the fust of the 
above mentioned unilateral critical regions is used, and consistent against 
alternatives with P [X < a] > P [y < a] if the second critical reg ion is used. 
Cf. D. VAN DANTZIG (1947-1950), Chapter 6, § 3. 
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A symmetrical bilateral critical reg ion for U has the form 

I U - n 12 rl21 > U la 

and IS suitable for testing H' against the alternative hypothesis, th at 

P [x < y] # t. 3) 

The probability distribution of U can be computed exactly with the 
aid of a recursion formula given by MANN and WHITNEY, under the 
assumption, that H' is true and th at x and y have a continuous probability 
distribution. It has been tabulated by them for nl < 8 and n2 < 8 and 

for larger values the normal distribution with mean n~n2 and variance 

-t"2" n ln2 (nI + n2 + 1) (which is the asymptotic distribution of U for n l -+ 00 

and n2 -+ 00, nl/n2 and n2/nl being bounded) is a good approximation. 

8. 3. The statistic of PITMAN'S test, which we shall also denote by U, 
is the difference of the means of xl> . . . ,X"I and Yt, ... , Y",: 

The unilateral critical regions 

U ~ -- U:. 
and 

where U~ depends on the observed values Xl' ••. , X" " ?l1' ••• , Yn. and the 
chosen significance level a, are suitable for testing H' against the alter
native hypotheses 

8x < 8y 
and 

8x> 8y 
respectively. 

A bilateral critical region 

)s suitable for testing H' against the alternative hypothesis 

8x#8y 

The probability distribution of U can be derived exactly from the 
values Xl' ... , X"" Yt, .. . , y",. This, however, is only practicabIe, if nl and 
n2 are very small. For larger values of n l and n2 PITl\IAN has given an 
approximation for the distribution of U. The assumption of continuity 
is not necessary. 

8.4. The test of WALD and 'WOLFOWITZ is based on the number of 
runs in the sequence of values x j and y" (j = 1, ... , nl ; k =-" 1, ... , n2 ) 

76 
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when arranged according to decreasing magnitude. Small values of this 
statistic are critical. lts probability distribution is known exactly as 
weIl as asymptoticaIly, under the assumption that H' is true and that the 
probability distribution of x and y is continuous. F. S. SWED and C. 
EISENHART (1943) have given tables of this distribution for n1 < n2 < 20. 

For this test we shaIl not try to make a distinction between unilateral 
and bilateral critical regions, sinCE' the class of alternative hypotheses, 
for which the test is consistent contains nearly all possible alterna,tive 
hypotheses. It is difficult to see how this claas could be divided into two 
mutuaIly exclusive classes of a kind similar to the two classes of alter
natives for Wilcoxon's test or Pitman's test, which have been described 
in 8.2 and 8.3. As far as our applica,tion of the test of Wald and 
Wolfowitz is concerned, its critical region can therefore be taken to be a 
bilateral one. 

8. 5. The probability distribution of the statistic of the test of 
KOLMOGOROFF-SMmNoFF is known asymptoticaIly only. An exact method 
for determining the confidence limits for an unknown distribution function 
(the problem, which had been solved asymptoticaIly by A. KOLMOGOROFF 
(1933)) has been given by A. WALD and J. WOLFOWITZ (1939). Possibly 
the method applied by Smirnoff to derive a two sample test from Kolmo
goroff's theorem might be applied to this theorem of Wald and Wolfowitz 
and give an exact two sample test of this type. 

So far, however, we have no knowledge either of the exact probability 
distribution of the statistic of this test, nor of the amount of the diver
gence between this exact distribution and the asymptotical one, derived 
by Smirnoff. Apart from this the remarks, made above about the critical 
region of the test of Wald and Wolfowitz, apply to this test also. No 
attempt will be made to make a distinction between unilateral and 
bilateral critical regions. The only difference is, that in this case large 
values of this statistic are critical, and that no continuity of the pro
bability distribution of x and y is needed. 

8.5. We shaIl now consider the choice of a critical region for testing 
Ho, it no alternative hypothesis is specitied. In order to simplify the notation, 
we confine ourselves to v . 1, i.e. to the case, that the two sample test T 
is based on one statistic U. Denoting the bilateral critical region for T 
with size e by Rn-m.n,(e), we propose the following construction of a 
critical region Rr with size < a ror tcsting Ho. applicahle if a ~ 2-n+m+l: 

A. Let k he the largest positive integer < n-;m, for which the relation 

(14) 2-n+ m (n-m) <: a 
k - n-m+l 

holds (where m is the value of m following from the observations Zt, ... , z,,) 
or, if no positive integer satisfies (14), k= O. 
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B. Put 

( 15) h' (n-m) (J=f3(n-m,a)=2 - n + m +1 L . 
i ~ O ~ 

and 

(16) 
a-{J 2"-'" 

B= B(n-m n a)= .--
'1' n-m-2k-l (n-m) 

n 1 

O. Then the critical region Rf consists of those points (nI' U), for 
which at least one of the following two conditions holds: 

Cl : n1 < k or n 1 > n - m - k 

C2 : U E RII - IIl •II , (15) 

where 15 < B, and B- Ö is as smaH as possible. lIt is clear, that the size 
of Ri is then < a. 

8.6. For n -m = 12 and a = 0,10 (a has been chosen rather large 
to get beUer diagrams) Ri has heen outlined in fig. 3 for the case that 

G 
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11 12 n, 

Fig. 3. Critical region Ri, wh en no alternative hypothesis is specified 
and when T is VVILCOXON'S test or PITMAN'S test; a = 0,10. 

Wilcoxon's tCRt. or Pitman's test is used for Tand in fig. 4 if the test of 
Wald and Wolfowitz is used. In these figures G( U IZ; n1 = n l ; Ho), the 
conditional distribution function of U, has been plotted on vertical lines 
above the points n1 = I, ... , n1 = 11. Ri consists of the points (nI' U) 
on those parts of these lines, which have been drawn. The points with 
~ = ° and nl = 12 belong to the critical region according to 8. 5. A. This 
has. been indicated by drawing the vertical lines above these points. The 
broken parts of the vertical lines indicate the region, where Ho is not 
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rejected. The reader should bear in mind, that in reality G is disconti
nuous. 
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Fig. 4. Critical region R~, when no alternative hypothesis is specified 
and T is the test of W ALD and W OLFOWITZ; a = 0,10. 

Rem ark: The critical region Rr for the case, that the test of Kolmo
goroff-Smirnoff is used · for T, can be constructed in an analogous way, 
large values of G being critical instead of small values. Strictly speaking, 
however, we do not know much about a in that case. 

8. 7. As a special alter1Wtive hypothesis, against which Ho can be tested, 
we consider the hypothesis H (cf. section 5. 3) of a displacement of one or 
more of the variables Zi in one direction along the z-axis. In this case we 
restriet the "family" of tests T to those tests, where a unilateral critical 
region can be indicated (cf. 8. 2, 8. 3 and 8. 4). We shall denote unilateral 
critical regions of the types U < UI and U ;;::: U~ with size e by R~-m.nl (e) 
and R~'-m.nl (e) respectively. These critical regions mayalso be defined 
by the relations 

G(UIZ;"1 = n l ; Ho) < GI = G(UI IZ;"1 = n l ; Ho) 

and 

G(UIZ;"I = n l ; Ho) > G~ = G(U~ IZ;"I = n l ; Ho). 

For reasons given in section 5. 3 we exclude, if n - m is even, the points 

(ni' U) with n1 = n-;m from the critical region Ri for testing Ho against 

H. We further remark, that for Wilcoxan's test and Pitman's test the 
probability .of small (large) values of U increaseS if same of the variables 
z, are shifted towards the left (right) and decreases, if the displacement 
is towards the right (left) along the z-axis (cf. section 5. 3). We therefore 
propose for thèse cases the following eonstruction for R: (with size ~ a), 
applicable if a 2': 2-n +m+1 : 
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A. Let k be the largest positive integer < n-;m, for which the relation 

(14) holds, or, if no positive integer satisfies (14), k = O. 

B'. Define {3 hy (15) and (cf. (16)): 

(16') e' = e' (n-m, n l , a) = e (n-m, n l , a) 

if n - m is odd, and 

(16") 
a-{J 2,,-m 

e' = e' (n-m, nv a) = 9k n (-) n-m-_ -;:; n-m 
n 1 

if n - rn is even. 

0'. Then R1 consists of those points (nI' U), for which at least one of 
the following three conditions holds: 

0 , . 
3 • 

n-m 
nl > ~ and U E R~'-m.nl (15) 

where 15 < e, and e - 15 is as sm all as possible. 
For n -m = 12 and a = 0,10 R; has been given in figure 5 for the 

case that Wilcoxon's test or Pitman's test has been used for T. 
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0,5 

0,5 

0.4 

(13 
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0,1 

0 1 2 3 4 5 g 10 11 12 ", 

Fig. 5. Critical region R;, wh en the alternative is a displacement of at least ane 
of the distributions in one direction along the z-axis; a = 0,10. 

If the direction of the displacement is specified in the alternative 
hypothesis, the critical region may be confined either to the left or to the 
right half of the diagram only, using 20. instead of a in (14) and (15). 

8. 8. The computations are now comparatively simpie. A table of 
k, 2n - m and ofthe quantities 

( 17) y = a-{J .2"-'" 
n-m-2k-l 
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and, for even values of n - m, of 

( 18) I = a-{J • 2"-m 
y n-m-2k-2 

has been computed by the Computing Department of the "Mathematisch 
Centrum" for a= 0,025; 0,05 and 0,10 and for n-m= 10(1)50 (cf. 
section 10). From this table the value of e(?1- - m, n l , a) or e'(n - m, nv a) 
is easily computed with the aid of a table of the -binomial coefficients (cf. 
5. 2). If then condition 0 (or O') is satisfied, the result is significant with 
significance level ~ a. 

Móreover, if n l *- ° and *- n - m, an upper bound for the size of the 
smallest critical region of type Ri or R:, which contains the point (nI' U) 
following from the observations, may be found as follows: 

Let'fJ be the size of the smallest critical region for U. given n - mand n l 

(eithcr bilateral or unilateral), which contains the observed value U, then 

( 19) a* = 2-n+m (n-m + 1) (n-;:;n). 'YJ > a. 

8. 9. Sections 8.5 and 8. 6 may be applied to the special case, des
cribed in sections 4 and 5. According to remark 3 of section 4.2, u has, 
if Ho is true, for given n l and under the condition Z, a hypergeometric 
distribution. For this distribution we have 

(20) 

and 

) 
2 _ rn1n.(n1+71.-r) 

(21 GuIZ;n, =n,;H,- (n1+n.)2(n1+n.-l) 

with n l + n2 = n - m. A norm al probability distribution with (20) and 
(21) as mean and variance respectively is a good approximation of this 
probability distribution of u, especially if a continuity correction is applied. 

If n - m is so large, that the exact method of section 5 becomes too 
laborious, this approximate method may be used instead. It should, 
however, be born in mind, that the construction of the critical regions 
Rt and R: is different from the construction of Rl and R2' and that Rt and 
Ri should therefore not be regarded as approximations of Rl and R2' but 
as aIi approximate method using a slightly different form of critical 
regions. 

On 'the other hand, if the number of observations is small and T is a 
test, such that the exact distribution of U is known, the critical region 
may, for the general case, be chosen according to a system analogous to 
the method described for the special case in section 5. We shall not go 
into the details of this method for other special cases, since the principle 
remains unchanged for every T. 

9. Remarks. 
Of the two-sample tests, mentioned in 6. 2, the tests of Wilcoxon and 
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of Wald and Wolfowitz can only be applied to our problem if Xl> ••• , x'" 

and Y1' ... , Yn, are all different. This is not required for the tests of Pitman 
and Kolmogoroff-Smirnoff. On the other hand, the latter is not an exact 
test, as has been pointed out already in section 8.5. Since smaU values 
of n1 or 1'1?, will of ten occur in the application of the test, this is a serious 
drawback. The same applies, to a certain extent, to Pitman's test, since 
the computation of the exact distribution of its statistic is impracticable 
for values of n1 and n2 , which are at aU large. Furthermore little is known 
about the accuracy of the approximation to the distribution of U, given 
by Pitman, espccially in the case of discontinuous random variables. 

So far the only exact test for Ho, developed untilll1ow, which is valid 
if there are equal values among Xl' ••• , X"" Y1' ... , YlI" and which can be 
used for reasonahly large values of n1 + n2 , seems to be the one described 
in sections 4 and 5. Moreover for large va lues of 1'11 + 1'12 the accuracy of 
the approximate method, described in 8. 9 is independent of the number 
of equal values among Xl> ••• ':!:11, and ?IJ' •.. , y" .. 

If no equal values occur among the x j and Yk, \Vilcoxon's test seems 
a very suitable one for T, especially when the alternative hypothesis is 
the hypothesis H of a displacement along the z-axis. 

The number of values Z;, which are equal to zero, is of no consequence 
whatever as far as the choice of T is concerned. 

11. Explanation of the table and of the practical application of the test. 

The use of the table in applying the test may he facilitated by the 
following indications: 

n denotes the numbel' of observations Zl' •.• , z" and m the number of 
values z. which are equal to zero; . 

n1 denotes the number of positive values Xl' .. " xn, among Zl' ..• , Zn' 

If n l < kor n l ~ n - m - k, Ho is rejected with significanee level < a. 
If k < n1 < n - m - k, two cases are to be distinguished: 

I. If no alternative hypothesis to Ho is specified, the chosen two sample 
test T is applied to the two sets of values Xl' ••• , xn, and Y1' ... , Yn, (the 
Yk are the negative values among Zl' ••. , z" taken positively), This results 
in a value U of the statistic U of T. Let rJ be the size of the smallest 
bilateral critical region for U, belonging to T, which contains U. If then 

rJ < Y (n:-;n) 
Ho is rejected with significance level < a; cf. (17) for y. 

In case Wilcoxon's test is used for T, we have 

if U < n1 n. and 
2 

'f U n 1 n. 
I > -2-' 

rJ = 2 G ( U I Z; n1 = n1 ; Ho) 



n-m 2n - m 

k 

10 1024.100 0 
11 2048.100 0 
12 4096.100 0 
13 8192.100 1 
14 1638.101 1 
15 3277.101 I 1 
16 6554.101 I 

I 1 
17 1311.101 2 
18 2621.102 2 
19 5243.10· 2 
20 1049.108 3 
21 2097.108 3 
22 4194.108 3 
23 8389.108 3 
24 1678.10' 4 
21S 3355.10' 4 
26 6711.10' 4 
27 1342.105 5 
28 2684.105 5 
29 5369.105 5 
30 1074.108 6 
31 2148.108 6 
32 4295.108 6 
33 8590.10' 7 
34 1718.107 7 
31S 3536.107 8 
36 6872.107 . 8 
37 1374.108 8 
38 2749.108 9 
39 5498.108 9 
40 1100.108 9 
41 2199.108 10 
42 4398.108 10 
43 8796.108 10 
44 1759.1010 11 
45 3518.1010 11 
46 7037.1010 11 
47 1407.1011 12 
48 2815.1011 12 
49 5629.1011 13 
ISO 1126.lOlZ I 13 
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10. Table of k, 2n- m, Î' and y' . 

a = 0,025; 0,05; 0,10 

a = 0,025 

11 

a = 0,05 -- -
Y y' k Y y' k 

I [I 
2,622.100 2,950.100 I 0 5,467.100 6,150.100 0 
4,919.100 0 1,004.101 1 
9,126.100 1,004.101 

I 1 1,987.101 2,235.101 1 
1,768.101 I 1 3,816.101 1 
3,450.101 3,796.101 I1 1 7,175.101 7,892.101 2 
6,560.101 

1,337.102 11 . 

1 1,339.102 2 
1,234.101 2 2,730.102 3,003.102 2 
2,475.102 2 5,205.102 3 
4,776.102 5,175. 108 11 2 9,817.102 1,064.108 3 
9,091.10· 3 1,991.108 3 
1,809.108 1,959.108 3 3,825.108 4,144.108 4 
3,521.108 3 7,267.108 4 
6,749.108 7,231.108 4 1,473.10' 1,596.10' 4 
1,285.10' 4 2,840.10' 5 
2,624.10' 2,812.10' 4 5,421.10' 5,807.10' 5 
5,053.10' 5 1,101.105 5 
9,657.10' 1,026.105 5 2,125.105 2,278.105 6 
1,970.105 5 4,068.106 6 
3,804.105 4,043.106 6 8,281.105 8,874.105 6 
7,291.105 

I 
6 1.600.108 7 

1,488.108 1,582.108 6 3,068.108 3,260.108 7 
2,878.108 7 6,264.10' 7 
5,528.108 5,837.108 7 1,210.107 1,286.107 8 
1,130.107 7 2,323.107 

i 
8 

2,187.107 2,307.107 8 4,755.107 5,053.107 8 
4,412.107 8 9,184.107 9 
8,611.107 9,092.107 8 1,765.108. 1,864.108 9 
1,667.108 9 3,623.108 10 
3,376.108 3,565.108 9 6,993.108 7,383.108 10 
6,581.108 10 1,424.10' 10 
1,273.109 1,337.108 10 2,765.108 2,918.108 11 
2,590.108 10 5.339.109 11 
5,040.109 

5,291.109
1 

11 1,090.1010 1,151.1010 11 
9,755.108 11 2,115.1010 

4,287. 1010 1 

12 
1.988.1010 2,088.1010 I 11 4,083.1010 12 

3,867.1010 12 8,363.1010 13 
7,487.1010 7,825.1010 12 1,621.1011 1,702~ 1011 1 13 
1,530.1011 13 3,302.1011 I1 13 
2,972.1011 3,107.1011 13 6.420.1011 

6,744.10
11

1
14 

6,040.1011 13 1,244.1012 14 

1,177 ~ 1012 . 1,232.1012 14 2,541.1012 2,668.1012 14 

a = 0,10 
"- -

Y y' 

1,116.101 1,255.101 

2,260.101 

4,262.101 4,795.101 

7,912.101 

1,585.102 1,783.102 

3,035.102 

5,709.101 6,280.102 

1,144.108 

2,203.108 2,424.108 

4,175.10' 
8,405.108 9,246.108 
1,622.10' 
3,086.10' 3,344.10' 
6,248.10' 
1,205.105 1,306.105 
2,299.105 

4,679.105 5,069.105 

9,019.106 

1,723.108 1,845.108 

3,523.108 

6,785.108 7,269.108 

1,298.107 

2,663.107 2,853.107 

5,125.107 

9,808.107 1,042.108 

2,019.108 

3,883.108 4,126.108 

7,934.1OS 
1,534.109 1,630.109 

2,951,108 

6,052.10' 6,430.108 

1,169.1010 

2,248.1010 2,373.1010 

4,623.1010 

8,920.1010 9,415.1010 

1,825.1011 

3,536.1011 3,732.1011 

6,820.1011 

1,400.lOlZ 1,477.1011 

2,708.1012 

5,222.1012 5,483.1011 

According to continental usage the comma designates the decimal sign (e.g. 0,5 = i)· 



1197 

Il. If Ho is tested against the alternative hypothesis H of a displacement 
a.long the z-axis in one direction (which one not being specified) of 
some of the variables Zi, a two sample test T is applied to Xv ... , x". and 
Yl' ... YIl" which allows a distinction between two unilateral critical 
regions. Taking e.g. Wilcoxon's test, the size rl of the smallest unilateral 
critical region containing the value U, found from the observations, is 
computed, using the unilateral critical reg ion of the form 

u- n,n. > U 
2 = a 

'f n-m 1 n} > ~, and the unilateral critical region of the type 

'f n-m f ?) I n} < -2- (c. 8. - . 

U_ nln2 < _ U 
2 = (J 

In the first case, we have 

ri' = l-G (UIZ; n} = n1 ; Ho} 

and In the second case 

rl = G ( U I Z ; n} = n}; Ho). 

If n -- m is odd, and 

or if n - m is even, and 

, < (n-rn) 
r; = Y ri, 

, < ' (n-m) r; = Y n , 

Ho is rejected; cf. (17) and (18) for Y and y'. 
The vallles of 2,,-m have been included in the table to facilitate the 

computation of the size a* of smallest critical region (either of unilateral 
or bilatera.l type), which contains the point (n}, U), following from the 
observations. This computation has been described in 8. 8. 

12. Example. 
Let us consirler a set of observed values Zl' ... , Z22: 

- 8,0; - 5,0; - 4,5; - 3,0; - 2,7; - 2,3; - 2,1; -1,3; -1,2; 
- 1,0; - 0,9; - 0,5; - 0,2; 0; 0; 1,8; 2,5; 3,5; 6,2; 7,3; 7,4; 9,5. 

'Ve th en have n = 22, m = 2, n1 = 7. From the table of section 11 we 
find (for a = 0,05) 

ë = Y / C70) = 7378::!50 = 0,049 

and k = 3. Therefore k < n l < n - m - k and a two sample test must 
be applied. Let us take Wilcoxon's test for this. The number of pairs 
(xi' Yd with X j > ~h is 73. According to section 8. 2 we have 

and 

G U = 7.13 = 45,5 
2 
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Applying a correction for continuity, we find 

U-t-8.U = 72,5-45,5 = 2,14. 
au 12,62 . 

From a table of the normal distribution we find therefore, that 

TJ = P [I U-fi,UI > I 73-45,51I Z n1 = n1 ; Ho] = 0,032. 

Sin ce TJ < E, Ho is rejected with significanee level 0,05. 
H, ho wever, Ho is tested against the alternative hypothesis H of a 

displacement of some of the variables Zi in one direction along the z-axis, 
Ho is not rejected, since 

n-m c IH n1 < -2- = 19 (nI o) 

and 

U> n 12n 2 = fi, (Ulnl = n l ; Ho) 

thus G(UIZ; n1 =n1 ; Ho} having the value 1-0,016= 0,984. The point 
(nI' U) corresponding with this result is not contained in the critical 
region R: (cf. figure 5). This means, that the observations do not indicate 
a displacement of some of the Zi in one direction along the z-axis. They 
do, however, suggest displacement.s in both directions, or asymmetry 
of some of the distributions or a combination of displacements and asym
metry. This follows from the fact, that Ho is rejected if no special alter
native hypothesis is specified. 

My thanks are due to Prof. D. VAN DANTZIG for his remarks and criti
cism, which have been very helpful, and for reading the manuscript. 
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